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Figure 1. We address the task of identity-preserving language-controllable face inpainting by adding Parallel Visual Attention (PVA) to a
pretrained diffusion model. PVA enhances the diffusion model to condition on the reference images, thereby preserving the identity. PVA
achieves the best identity similarity and image quality compared to several baselines including MyStyle [35] and Paint by Example [62],
even when editing the image with a prompt that changes the expression or iconic changes (e.g., beard, lipstick, changing hair style).

Abstract

Face inpainting is important in various applications, such
as photo restoration, image editing, and virtual reality. De-
spite the significant advances in face generative models,
ensuring that a person’s unique facial identity is maintained
during the inpainting process is still an elusive goal. Current
state-of-the-art techniques, exemplified by MyStyle, neces-
sitate resource-intensive fine-tuning and a substantial num-
ber of images for each new identity. Furthermore, existing
methods often fall short in accommodating user-specified
semantic attributes, such as beard or expression.

To improve inpainting results, and reduce the computa-
tional complexity during inference, this paper proposes the
use of Parallel Visual Attention (PVA) in conjunction with
diffusion models. Specifically, we insert parallel attention
matrices to each cross-attention module in the denoising
network, which attends to features extracted from reference
images by an identity encoder. We train the added attention
modules and identity encoder on CelebAHQ-IDI, a dataset

proposed for identity-preserving face inpainting. Experi-
ments demonstrate that PVA attains unparalleled identity
resemblance in both face inpainting and face inpainting with
language guidance tasks, in comparison to various bench-
marks, including MyStyle, Paint by Example, and Custom
Diffusion. Our findings reveal that PVA ensures good identity
preservation while offering effective language-controllability.
Additionally, in contrast to Custom Diffusion, PVA requires
just 40 fine-tuning steps for each new identity, which trans-
lates to a significant speed increase of over 20 times.

1. Introduction
The task of reconstructing absent regions in face images

(i.e., face inpainting) is key to various fields, such as virtual
reality, photo editing, and photo restoration. In recent years,
as masks became a common sight due to COVID-19, many
photographs captured at social gatherings or tourist attrac-
tions featured individuals wearing masks. There is a growing
interest in digitally removing these masks to reveal the per-



son’s true appearance beneath. Beyond simply filling in
the covered areas, there’s a demand for manipulating the re-
stored image in ways like altering facial expressions through
descriptive language—a task defined as identity-preserving,
language-controllable face inpainting. This technology also
has broader implications, like removing sunglasses in a per-
sonal photo, inpaiting the eyes in VR meetings, and other
variety of restoration or editing purposes.

Maintaining a person’s recognizable features is crucial
in face inpainting tasks. Take the example of individuals
aiming to upload restored images on social platforms or
estimate the face of a user with VR glasses; in these appli-
cations it’s essential that the user can still be recognized.
Standard face inpainting tools that lack the ability to retain
the user’s likeness would be of minimal practical benefit.
On the other hand, current strategies for identity-conserving
face inpainting often rely on one or several reference photos
of the individual. However, the integration of these refer-
ence photos into the inpainting process poses a significant
technical challenge that has yet to be fully solved.

A SOTA technique for identity-preserving face inpainting
is MyStyle [35], which finetunes a pre-existing StyleGAN
model using several reference photos of a particular individ-
ual. Nevertheless, MyStyle necessitates more than 40 images
to maintain image quality; reducing the number of images
results in lower quality outputs. In contrast, newer methods
that use diffusion processes for personalizations [13,46], like
Custom Diffusion [28], have shown remarkable success in
customizing a diffusion model using as few as five images.
These models excel at producing highly accurate and linguis-
tically controllable images of specific subjects, including
people. While these approaches have not yet been specifi-
cally adapted for inpainting tasks in existing research, our
study has taken the initiative to apply these personalization
techniques to face inpainting. We found that they deliver
promising results. However, a significant drawback of these
methods is the computational cost. For example, adapting
MyStyle to a new individual takes several minutes, whereas
diffusion-based personalization methods require upwards of
four hours on an A4000 GPU.

This study presents a new approach to reduce the com-
putational expense associated with identity-preserving and
language-controllable face inpainting. We introduce an aux-
iliary channel alongside diffusion models, coupled with a
new component, the PVA. This new workflow is illustrated
in Fig. 1. For each cross-attention [57] in the denoising
UNet [45], we introduce a new set of {Q′,K′,V′} matrices
that attend to visual features extracted with a vision encoder.
In training, we freeze the denoising UNet and only train the
vision encoder and those new matrices. As a result, we only
need 40 steps of finetuning for a new subject in inference,
which costs less than 1 minute on a single GPU, resulting in
over 20 times acceleration over Custom Diffusion [28].

Assessing the quality of identity-preserving face inpaint-
ing requires a dataset that offers a variety of identities, multi-
ple reference images for each identity, and high-resolution
images. Currently, there isn’t a definitive benchmark for such
evaluations. CelebA-IDD [12] could have been a candidate,
but it falls short in resolution and is no longer accessible.
To bridge this gap, we have developed a new benchmark
dataset named CelebAHQ-IDI. This dataset is curated from
the existing CelebAHQ dataset [29], sorted based on the
availability of multiple reference images for individual iden-
tities. Additionally, we have created semantic occlusion
masks that conceal parts of the face, such as the lower half
or the eyes and eyebrows, to mimic real-life occlusions. This
dataset will serve as the new standard for evaluating identity-
preserving face inpainting tasks.

PVA was trained and tested using a subset of the
CelebAHQ-IDI dataset, specifically CelebAHQ-IDI-5,
which provides five reference images for each identity. We
trained PVA on the training partition of CelebAHQ-IDI-5
and evaluated it on the test partition, which contains iden-
tities that PVA had not previously encountered. The effec-
tiveness of PVA in inpainting was assessed from two critical
perspectives: how well it preserved the identity and the over-
all quality of the image output. These were quantitatively
measured using a pretrained face recognition network to
determine identity preservation and Frechet Inception Dis-
tance (FID [16]) and Kernel Inception Distance (KID) [6]
scores for image quality. PVA’s performance was bench-
marked against five other methods, including the notable
MyStyle and Custom Diffusion models. Our results indi-
cated that PVA surpassed all the baseline methods, achieving
the highest scores in identity preservation and the lowest in
FID, confirming its superior performance in both preserving
identity and maintaining high image quality.

Finally, to assess the language-directed editing capabili-
ties of our method, we crafted 15 distinct prompts aimed at
altering facial expressions, actions, and accessories, among
other features. We quantified the degree of alignment be-
tween the modified image and the textual prompt using the
CLIP score metric [15]. Our findings reveal a balancing act
between maintaining the subject’s identity and achieving the
desired linguistic edits. Our PVA approach achieved the best
results in preserving identity. At the same time, it offered
language control on par with other methods like Textual
Inversion and Custom Diffusion.

2. Related Work
Generative Adversarial Networks (GANs). The classic
architecture of GANs [14, 40] consists of a generator and a
discriminator. The discriminator is trained to distinguish
generated images and guides the training of the genera-
tor. Currently, StyleGAN [24, 25] models hold SOTA gen-
eration quality on aligned image domains, like face, car,



cat, etc. [47, 48]. Besides image generation, GANs also
empower various applications like image-to-image trans-
lation [9, 20, 36, 42, 67], image inpainting [12, 33, 35, 65],
and image editing [1, 5, 43, 49, 50, 60, 61, 66]. The Piv-
otal Tuning Inversion (PTI) [43] is an important technique
to adapt a generic GAN to a customized object for image
editing purposes. MyStyle [35] builds on top of PTI and
finetunes a GAN on the images of a specific person. MyStyle
achieves good results in identity-preserving inpainting, super-
resolution, and editing. However, it requires 40+ images for
each person and fewer images result in a severe loss of image
quality. In comparison, our method only requires 5 images.

Diffusion models. Diffusion models [17, 54, 55] generate
data by reversing a data corruption process. Recently, latent
diffusion models [44] have been shown to be effective for
high-resolution image synthesis tasks. Among these tasks,
text-to-image generation [34, 41] aims at generating faithful
images based on a text prompt. To adapt a generic text-to-
image diffusion model to generate images of a specific object,
recent work proposed to finetune text embeddings [13] or
the diffusion model itself [28, 46]. However, previous adap-
tation methods require finetuning for hundreds or thousands
of steps, making it inefficient in practical applications. In
comparison, our adaptation method only needs 40 steps of
finetuning for the adaptation.

Identity-preserving face inpainting. Most existing meth-
ods for identity-preserving face inpainting use a GAN archi-
tecture. The GAN is usually augmented with a pathway that
incorporates features from an exemplar image [12,30,33,65].
Dolhansky et al. [12] proposes the ExGAN architecture for
eye inpainting only. Zhao et al. [65] is trained with 128px
only images. EXE-GAN [33] proposes to encode an exem-
plar image into the style vector of a StyleGAN-like inpaint-
ing network. However, it only shows qualitative results for
identity-preserving inpainting and has no quantitative eval-
uation. At the time of this work, EXE-GAN has not been
open-sourced and we could not compare to it. The closest
existing works to ours are MyStyle and the diffusion-based
personalization algorithms. We use them as baselines for
comparisons.

3. Method
3.1. Problem Definition

We address the task of identity-preserving language-
controllable face inpainting. Given a set of reference images
(Rp) and a set of inference images and masks (Ip) for iden-
tity p, we aim to inpaint the set of masked images (Cp) such
that the inpainted images can still be perceived as identity p.

We define Rp = {xr}
N ref

p

i=1, where N ref
p is the number of ref-

erence images for identity p; Ip = {(xi, {mi,j}
Nmask

p,i

j=0 )}N
infer
p

i=1 ,
where mi,j is the j-th corruption mask for the i-th image in

identity p; and Cp = {xi⊙mi,j}. Additionally, we consider
providing language control over the inpainted content.

3.2. Background

Denoising Diffusion Probabilistic Models. DDPM mod-
els data as a sequence {xt}Tt=1 where Gaussian noise is
gradually added into the original data x0. In time step t,
Gaussian noise with variance βt is injected,

xt+1 =
√

1− βtxt +
√
βtϵ, (1)

where ϵ ∼ N (0, I) and 0 < βt < 1. As t increases, the
original data x0 gradually disappears and xt approximates
a normal distribution. Multiple diffusion steps can be com-
bined and expressed in a concise formulation:

xt =
√
ᾱtx0 +

√
1− ᾱtϵt, (2)

where ᾱt = Πt
i=1(1 − βi), indicating the down-weighting

factor of the data term as a result of diffusion.
To generate new data points, DDPM reverses the corrup-

tion process by learning a denoising network, ϵθ(xt, t), that
tries to predict the noise added to xt. The network is trained
to minimize the Denoising Score Matching (DSM) loss,

LDSM = E
x0,t,ϵ∼N (0,I)

[
∥ϵ− ϵθ(xt, t)∥22

]
, (3)

where xt is perturbed from x0 under noise ϵ and t is uni-
formly sampled from all possible time steps. There are plenty
of sampling algorithms available for DDPM [4, 64] and one
of the most commonly used algorithms is DDIM [53]. We
use DDIM sampling throughout our experiments.
Latent Diffusion Models. LDM [44, 52] is proposed to re-
duce the training cost of DDPM by building diffuison models
on the latent space of Variational Auto-Encoder (VAE) [27].
If we denote the encoder by EV (·) and the decoder by
DV (·), the encoding and decoding process are zt = EV (xt)
and xt = DV (zt), respectively. The LDM is often condi-
tioned on text prompts through cross-attention [57] modules,
which attend to the text features. The text features are ex-
tracted with a pretrained text encoder (usually CLIP [39]),
denoted by yi = ET (Ti). In the inpainting task, LDM is
also conditioned on the occlusion mask and the occluded
image. The image and mask are directly concatenated to the
input of LDM, denoted by z̃t = zt||u↓(m)||EV (m ⊙ x0),
where u↓(m) means to downsample the mask m to the reso-
lution of z0. The encoder for the masked image is the same
as the one used for clean images.

Our method is built on top of the Latent Diffusion In-
painting (LDI) model, which is conditioned on texts, images,
and masks. LDI is initialized from a pre-trained latent diffu-
sion checkpoint and then trained with the inpainting LDM
objective:

LLDM = E
z0,y,m,t,ϵ

[
∥ϵ− ϵθ(z̃t,y, t)∥22

]
. (4)
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Figure 2. The proposed PVA pathway for incorporating reference images into a pretrained diffusion model. Each PVA module is modified
from a cross-attention module (shown as a dark stripe on the U-Net) by adding a new set of QKV matrices. All pretrained parameters of the
denoising U-Net are frozen in training.

During training, the conditioning is dropped 10% of the time
for classifier-free guidance [18].

Personalized Diffusion Models. There are three typical
methods for the personalization of diffusion models at the
time of submission. Textual Inversion (TI) [13] finetunes the
text embedding for a personalized token initialized from the
original category token. For example, the photo for a person
can be described as “A photo of S∗”, where the embedding of
S∗ is the parameter to be optimized. DreamBooth [46] fine-
tunes the whole diffusion model and uses prompts with rare
tokens as modifiers, e.g., “A photo of S∗ person”. Custom
Diffusion [28] uses the same style of prompts as Dream-
Booth, but only finetunes the cross-attention modules and
additionally tunes the embedding of the rare token.

It is observed that the diffusion models easily overfit
the reference images, reducing the quality and diversity of
generated images. Therefore, both DreamBooth and Custom
Diffusion need to be trained with a prior regularization loss
to fight against the overfitting issue. This means that an
additional set of regularization images needs to be collected,
making the algorithm more complicated.

3.3. Parallel Visual Attention Pathway

We observe two main limitations in existing methods.
First, high inference costs. Whenever a new object is per-
sonalized, they necessitate a computationally expensive fine-
tuning process. Second, additional data costs due to the
prior regularization loss. We propose to reduce these costs
with the Parallel Visual Attention (PVA) pathway. The PVA
pathway consists of two components. First, a feed-forward
encoder that extracts identity features from reference images.
Second, the PVA module that allows the denoising network

to condition on visual features without changing existing
parameters. The pipeline is shown in Fig. 2.

3.3.1 Identity Encoder

It is common practice to accelerate in-inference optimiza-
tions by feed-forward networks [19, 22, 59, 66]. A well-
known example is GAN inversion [1, 25, 42, 66], where an
encoder is trained to predict the latent code given an im-
age or segmentation. The predicted latent code is a good
initialization and thus is able to accelerate the inversion pro-
cess. Inspired by this, we also use a feed-forward model to
accelerate the finetuning process in model personalization.
Visual feature conditioning. There are various ways to
incorporate visual features into diffusion models. Image-
augmented diffusion models [7, 8, 51] concatenate the image
features to text features directly. Paint by Example [62] re-
moves the text features and only keeps the visual features.
ControlNet [63] trains a siamese network to learn the resid-
ual to refine the original diffusion network. However, it
assumes the condition to be spatially aligned with the gener-
ated image, such as edge maps and depth maps. In our task,
the reference images might have a different pose than the
image to be inpainted. Therefore, we choose to adopt the
concatenation scheme.
Identity feature extractor. Existing methods mostly use
a pretrained CLIP vision encoder as the visual feature ex-
tractor [7, 8, 51] due to its versatility. However, CLIP is not
trained to distinguish the nuanced differences in human faces.
So we use a pretrained face recognition network (referred to
as FaceNet for convenience) as the feature extractor.

The extracted features from the FaceNet are further pro-
cessed by a transformer [57]. As shown in Fig. 2, the inputs



of the transformer are the FaceNet features from M images
and Nquery trainable query tokens. The output features of
query tokens are treated as visual features and later concate-
nated to text features. We discard positional encoding in
input because the extracted features should be invariant to
the ordering of reference images.

3.4. Parallel Visual Attention

Personalizing a pretrained diffusion model on a few im-
ages of a specific object is prone to overfitting, resulting in
uniform backgrounds, reduced diversity, degraded quality,
etc. [46]. We think the main cause of overfitting is the large
capability of finetuned parameters. Thus, we propose to
finetune as fewer parameters as possible and even freeze the
pretrained model.

Our solution is the Parallel Visual Attention module. The
PVA module is modified from the cross-attention module
and we first introduce its formulation here. For convenience,
we use the formulation of single-head attention which can be
trivially extended to the multi-head case. A cross-attention
module consists of Q,K,V ∈ RD×D matrices. Given the
flattened input feature map Fl ∈ RHW×D at layer l and
the conditional features G ∈ RL×D, the cross-attention
computes the output as

Fl+1 = MGV, (5)

M = Softmax
[
FlQ · (GK)T√

D

]
. (6)

The PVA module introduces a new set of attention matrices,
{Q′,K′,V′}, which attend to the visual features and com-
pete with the attention on text features. PVA computes the
output as follows,

Fl+1 = M [GTV,GV V
′] , (7)

M = Softmax([ST ,SV ]), (8)

ST =
FlQ · (GTK)T√

D
, (9)

SV =
FlQ

′ · (GV K
′)T√

D
, (10)

where [·, ·] denotes tensor concatenation, and GT , GV de-
notes the text features and visual features, respectively. The
PVA module computes the textual and visual attention scores,
ST and SV , using two separate sets of attention matrices,
and then applies softmax on the concatenated scores. The
output is obtained by weighted sum over text features and
visual features transformed by V or V′, separately.

A notable characteristic of the PVA module is that when
there is no visual feature, the PVA module falls back to the
original cross-attention module, and the denoising network
becomes identical to the pretrained one.

# Ref. # Infer. Total Images # IDs
1 23704 28208 4504
2 19254 26364 3555
3 15694 24328 2878
4 12799 22335 2384
5 10396 20211 1963

10 3387 10857 747
15 868 4468 240
20 120 1040 46

Table 1. Statistics of CelebAHQ-IDI dataset with different numbers
of available reference images. “# Ref.” and “# Infer.” refer to the
number of reference images for each identity and the number of
total inference images, respectively.

3.5. Training

We train the embedding of the special token, the PVA
modules, the transformer, and the FaceNet. The training
objective augments the LDM objective (Eq. (4)) with extra
visual feature conditions,

LLDM = E
z0,y,m,{xr},t,ϵ

[
∥ϵ− ϵθ(z̃t,y,EI({xr}), t)∥22

]
,

(11)
where {xr} is the set of reference images for the input image
x0 and EI is the identity encoder (Sec. 3.3). PVA does
not need condition dropping because when the condition is
dropped, the model falls back to the frozen pretrained model.

In training, we also need to provide plausible captions
for images. Previous methods [13, 28, 46] use templates to
generate coarse descriptions of an object, e.g., “A nice photo
of ...”. However, image inpainting is inherently ambigu-
ous, such as recovering the expression of a person occluded
by a mask. We believe using detailed captions would be
beneficial for training. We use the captions provided by
the CelebAHQ-Dialog dataset [21], which contains detailed
language descriptions of various facial attributes, including
gender, age, expression, etc. As we do not assume to have
access to detailed captions in inference, we alternatively sam-
ple from generic prompts and detailed prompts in training.

3.6. Inference

In inference, we can either deploy the trained model di-
rectly or run a lightweight finetuning to fit the unseen identity
better. This design choice is ablated in Sec. 4.2.3. The fine-
tuning uses the same objective as in training, but only tunes
the PVA modules. The finetuning process consists of just 40
iterations, which takes less than 1 minute on a single GPU.

4. Experiment
4.1. Setup

Pretrained models. We use a pretrained latent diffusion
inpainting (LDI) model. For the FaceNet as a part of the iden-
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Figure 3. Inpainting results of PVA and baselines. The column tabs, “LDI, PbE, MyStyle, TI, CD” denotes Latent Diffusion Inpainting,
Paint by Example [62], MyStyle [35], Textual Inversion [13], and Custom Diffusion [28], respectively. The upper right numbers of each
image are the identity similarity (↑) between the inpainted image and the groundtruth. All the methods use the same 5 reference images
shown in the bottom row. Rows 1 and 2 use the reference images on the left and Rows 3 and 4 use those on the right.

tity encoder, we use the ArcFace [10] R50 network trained
on MS1MV3 dataset [11]. To calculate the identity similar-
ity, we use a different pretrained network, the CosFace [58]
R100 network trained on the Glint360K [2] dataset. Both
pretrained networks are obtained from InsightFace [3].

Dataset. We used CelebAHQ, CelebAHQ-Dialog [21],
and the images-of-celebs dataset1. We constructed a new
dataset, CelebAHQ-IDI for identity-preserving face inpaint-
ing. CelebAHQ-IDI was built from the images in CelebAHQ
and the identity annotation in CelebA [31]. To allow a fair
comparison between algorithms, we reorganized the images
according to the number of reference images. In this work,
we mainly use the CelebAHQ-IDI-5 set, which has 5 refer-
ence images per identity. We also constructed several types
of semantic occlusion masks that covered “lower face”, “eye
& brow”, “whole face”, and “random” regions. Some exam-
ples of the masks could be found in Fig. 3. The statistics
of CelebAHQ-IDI are shown in Tab. 1. For the detailed
construction pipeline, please refer to the appendix.

1https://github.com/images-of-celebs/images-of-
celebs

Evaluation. We compared PVA to 5 baselines, the original
Latent Diffusion Inpainting (LDI) [44], Paint by Example
(PbE) [62], MyStyle [35], Textual Inversion (TI) [13] and
Custom Diffusion (CD) [28]. We did not compare to Dream-
Booth [46] because it needed to store the whole finetuned
Diffusion model for each identity, resulting in prohibitive
storage consumption. Custom Diffusion could be regarded
as an equivalence for DreamBooth as they are technically
similar and have close performance [28].

We evaluate the performance of face inpainting in two
aspects, ID similarity and image quality. Identity similarity
was measured by the cosine similarity between the features
of the inpainted images and the groundtruth images. The
features were extracted by the CosFace R100 pretrained
model. The image quality was measured by the Frechet
Inception Distance (FID) [16] and Kernel Inception Dis-
tance (KID) [6,23] between features of inpainted images and
groundtruth images. We used the clean-fid [37] implementa-
tion and InceptionV3 [56] as the feature extractor.

For the evaluation of language controllability, we cre-
ated 15 edit prompts covering different facial expressions,
makeup, action, and accessories. We ran inpainting algo-

https://github.com/images-of-celebs/images-of-celebs
https://github.com/images-of-celebs/images-of-celebs


Method FT. Time ID ↑ FID ↓ KID ↓
×10−3

LDI - 0.359 8.24 2.717
Paint by Example - 0.430 11.2 6.089

MyStyle ∼ 15min 0.696 27.7 5.029
Textual Inversion ∼ 6h 0.644 13.8 8.404
Custom Diffusion ∼ 3h 0.729 13.9 5.870

PVA (Ours) ∼ 1min 0.741 8.22 4.289

Table 2. Quantitative comparisons of identity similarity and image
quality on the CelebAHQ-IDI-5 dataset. The finetuning costs of
each method are indicated in Col “FT. Time”, measured in single
GPU (RTX A4000) time. “ID” stands for identity similarity.

rithms on images with “whole face” masks, ensuring a suffi-
cient degree of freedom for editing. The level of controllabil-
ity was measured by the text alignment between the inpainted
images and the target prompts. We used the CLIP score [15]
on the ViT-B/32 backbone as the metric for text alignment.
A few examples of the prompts can be found in Fig. 4. The
full list of prompts is described in the appendix.

Implementation details. We mainly conducted training
and evaluation on the CelebAHQ-IDI-5 dataset. We trained
our model for 200K iterations using the AdamW [26, 32]
optimizer with batch size 16, learning rate 1.6× 10−5, and
weight decay 10−2. In finetuning, we used the same set-
tings and trained for just 40 steps. We used the same sam-
pling method across all diffusion-based methods, which was
DDIM sampler with 100 steps and η = 0.7. We used Py-
Torch [38] to implement the algorithms. Other implementa-
tion details are described in the appendix. 2

4.2. Results

We evaluated the performance of PVA on the face inpaint-
ing task and language-controlled inpainting task. We also
ablated some design choices in PVA in Sec. 4.2.3.

4.2.1 Identity-Preserving Face Inpainting

Qualitative results. The qualitative comparisons of PVA
to baselines are shown in Fig. 3. It was observed that our
method PVA outperformed all baselines. In terms of identity
similarity, all baselines had noticeable shifts in identity. The
original diffusion model, LDI, produced plausible inpainting
but the inpainted person was very different since it had no
information about the identity. Paint by Example captured
some characteristics of the identity like the small mustache
(Row 1 Col 4) but failed to preserve the identity. All im-
ages inpainted by MyStyle had noticeable inconsistencies,
in particular the side view face photo (Row 2 Col 3). Tex-
tual Inversion and Custom Diffusion performed relatively

2All experiments and data processing activities are conducted at
Carnegie Mellon University (CMU).

Input TI CD PVA (Ours) Groundtruth

“ photo of a [!∗] person, smiling ”

“ …, has beard ”

“ …, wearing eyeglasses ”

“ …, wearing lips:ck ”

Figure 4. Qualitative comparisons of identity-preserving language-
controlled inpainting. Prompts for editing are shown at the bot-
tom of each row. We annotate the ID similarity (line 1) to the
groundtruth and the CLIP similarity (line 2) to the text prompt at
the upper right of each inpainted image.

better among the baselines, yet they both failed to inpaint
the jaw correctly, e.g., in Row 1 Col 5 and 6. In comparison,
PVA achieved the best identity similarity and image quality
among all methods.
Quantitative results. The evaluation results of identity
similarity and image quality are presented in Tab. 2. It was
observed that PVA outperformed all baselines on identity
similarity and FID. Although PVA was a bit below LDI on
KID, the LDI had the lowest identity similarity, indicating
that LDI could not preserve the identity. The most competi-
tive baseline was Custom Diffusion, achieving a similarity
score of 0.729, yet still lower than the 0.753 score of PVA.
Moreover, Custom Diffusion also scored worse than PVA
in FID and KID, showing that it has inferior image quality
than PVA. In conclusion, PVA outperformed all baselines on
identity-preserving face inpainting on CelebAHQ-IDI-5.

4.2.2 Language Controllability

As MyStyle and Paint by Example do not support language
control, we compared PVA to Textual Inversion and Custom
Diffusion on language controllability.
Qualitative results. We present language-controlled in-
painting examples in Fig. 3. Results showed that our method
could control the inpainted content while preserving the iden-
tity. In comparison, Textual Inversion and Custom Diffusion
lost the target identity severely while editing the image.
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Figure 5. Identity similarity v.s. CLIP score for inpainting with
language control. The suffix “-x” is the classifier-free guidance
strength.

Quantitative results. The CLIP score and identity similar-
ity for inpainted images are shown in Fig. 5. We had two
observations. First, all methods had lower identity similarity
compared to the inpainting-only task. PVA, Custom Diffu-
sion, and Textual Inversion scored around 0.6, 0.4, and 0.1,
and the inpainting-only ones were 0.753, 0.729, and 0.638.
It indicated that using language control, there was a trade-off
between identity similarity and prompt similarity. Second,
PVA demonstrated the best trade-off efficiency. The identity
similarity of PVA is significantly higher than the baselines.
Meanwhile, the CLIP score of PVA ranged between 0.24 and
0.25, which overlapped with CD-1 and TI-1. The most com-
petitive baseline, Custom Diffusion, scored around 0.4 for
identity similarity. We refer readers to the example shown
in Fig. 4 Row 1 Col 3, which has a similar score of 0.43.
One could easily recognize that image as a different person
than the groundtruth. In conclusion, PVA preserves the iden-
tity significantly better while having language controllability
matched to the baselines with guidance scale 1.

4.2.3 Ablation Study

We ablated three factors that influence the identity similarity
and image quality of PVA.
1. Ablation on classifier-free guidance. The effect of
classifier-free guidance is shown in Fig. 6. We observed that
a larger guidance scale increased the identity similarity, but
also negatively affected the image quality. This trade-off
was present in all personalization techniques.
2. Ablation on finetuning. See the comparison between
PVA and PVA† (without finetuning) in Fig. 6. It was ob-
served that PVA without finetuning performed closely to
Textual Inversion. With only 40 steps of finetuning, the iden-
tity similarity of PVA was significantly improved, outper-
forming the baselines that need over 1K optimization steps.
Therefore, it was supported that the feed-forward component
of PVA learned a good initialization for finetuning.
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Figure 6. ID similarity and FID comparison of PVA and baselines.
† indicates PVA without finetuning in inference.
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Figure 7. Ablation study on the number of reference images.

3. Ablation on the number of reference images. We
trained PVA with different numbers of reference images
and presented the results in Fig. 7. As shown in the figure,
more reference images resulted in better identity similarity.
Moreover, just one reference image already achieved a good
result. We speculate that the pretrained diffusion model
has learned to disentangle the person’s identity from other
attributes.

5. Limitation

We observe that the language controllability of PVA is
sacrificed to a certain degree for better identity similarity.
Though maintaining the identity similarity is indeed the top
priority of this work, how to preserve the language control
capability better remains an open question.

6. Conclusion

We address the problem of identity-preserving and
language-controllable face inpainting. Our solution is the
PVA pathway for diffusion models, which consists of an
identity encoder and PVA modules. We also propose a
new dataset, CelebAHQ-IDI, for benchmarking identity-
preserving face inpainting. Results show that our method
achieves the best identity similarity and image quality in face
inpainting while being significantly faster than baselines. In
terms of language-controllability, PVA achieved a similar
degree of controllability while preserving the identity better.



References
[1] Rameen Abdal, Yipeng Qin, and Peter Wonka. Im-

age2stylegan: How to embed images into the stylegan la-
tent space? In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pages 4432–4441, 2019. 3,
4

[2] Xiang An, Jiankang Deng, Jia Guo, Ziyong Feng, XuHan Zhu,
Jing Yang, and Tongliang Liu. Killing two birds with one
stone: Efficient and robust training of face recognition cnns
by partial fc. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition (CVPR), pages
4042–4051, June 2022. 6

[3] Xiang An, Xuhan Zhu, Yang Xiao, Lan Wu, Ming Zhang,
Yuan Gao, Bin Qin, Debing Zhang, and Fu Ying. Partial fc:
Training 10 million identities on a single machine. In Arxiv
2010.05222, 2020. 6

[4] Anonymous. DPM-solver++: Fast solver for guided sam-
pling of diffusion probabilistic models. In Submitted to The
Eleventh International Conference on Learning Representa-
tions, 2023. under review. 3

[5] David Bau, Jun-Yan Zhu, Hendrik Strobelt, Bolei Zhou,
Joshua B. Tenenbaum, William T. Freeman, and Antonio
Torralba. Visualizing and understanding generative adversar-
ial networks. In ICLR, 2019. 3
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