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Abstract

Unsupervised domain adaptation (UDA) for image clas-
sification has made remarkable progress in transferring
classification knowledge from a labeled source domain to
an unlabeled target domain, thanks to effective domain
alignment techniques. Recently, in order to further improve
performance on a target domain, many Single-Target Ac-
tive Domain Adaptation (ST-ADA) methods have been pro-
posed to identify and annotate the salient and exemplar tar-
get samples. However, it requires one model to be trained
and deployed for each target domain and the domain label
associated with each test sample. This largely restricts its
application in the ubiquitous scenarios with multiple tar-
get domains. Therefore, we propose a Multi-Target Active
Domain Adaptation (MT-ADA) framework for image clas-
sification, named D3GU, to simultaneously align different
domains and actively select samples from them for annota-
tion. This is the first research effort in this field to our best
knowledge. D3GU applies Decomposed Domain Discrim-
ination (D3) during training to achieve both source-target
and target-target domain alignments. Then during active
sampling, a Gradient Utility (GU) score is designed to
weight every unlabeled target image by its contribution to-
wards classification and domain alignment tasks, and is fur-
ther combined with KMeans clustering to form GU-KMeans
for diverse image sampling. Extensive experiments on three
benchmark datasets, Office31, OfficeHome, and Domain-
Net, have been conducted to validate consistently superior
performance of D3GU for MT-ADA 1.

1. Introduction
Deep image classification models trained in one domain

(source) often fail to generalize well to other domains (tar-
gets) due to ubiquitous domain shifts. Domain shifts can
occur due to a variety of reasons, such as changing con-

1Code is available at https://github.com/lzhangbj/D3GU

ditions (e.g., background, location, pose changes) and dif-
ferent image formats (e.g., photos, NIR images, paintings,
sketches) [9]. To address this problem, the challenging Un-
supervised domain adaptation (UDA) paradigm has been
extensively studied in recent years. Without any annotated
data in the target domain T , UDA aims to train a robust
classification model for the target by transferring relevant
knowledge from the labeled source domain S. Various
methods have emerged to approach the problem by aligning
source and target feature distributions (Domain Alignment)
[1,5,8,10,16,19,23,25,27,43,44,48,49]. The most popular
line of research designs adversarial domain discriminators
in parallel with the classification head [20,27,48]. Through
adversarial training of the domain discriminator, the feature
encoder learns a domain-invariant feature space with infor-
mative supervision from the source, while addressing the
domain shifts between the source and the target. The suc-
cess of domain adaptation thus heavily relies on effective
alignment between domains.

Along with UDA, it has also been empirically estab-
lished that a small number of labeled data in the target do-
main can largely improve the performance of domain adap-
tation [22]. Active Learning, the process of selecting la-
beled data, has then been identified as the critical factor for
classification performance. This has motivated researchers
to apply it to domain adaptation and formulate the prob-
lem of Single-Target Active Domain Adaptation (ST-ADA).
ST-ADA aims to identify the most informative unlabeled
target samples for manual annotation and efficiently miti-
gate the lack of classification knowledge in the target do-
main [6, 7, 14, 20, 30, 34, 46]. However, ST-ADA is not
an ideal solution for many real-world scenarios where mul-
tiple target domains are available. Specifically, applying
ST-ADA on multiple target domains requires independently
training one model on each target domain. At test time, the
domain label of a test sample should also be known to select
its target model for inference. The whole system is there-
fore restricted by huge disk storage linearly increasing with
number of target domains involved and its usage scenarios,

https://github.com/lzhangbj/D3GU


Figure 1. Illustration of MT-ADA task on OfficeHome with source domain (art), three target domains (clipart, product, real), and five
classification classes (alarm clock, backpack, batteries, bed, bike). The pretraining stage trains a model θ0 through unsupervised domain
adaptation on labeled source images LS and unlabeled target images

⋃
{UTi}3i=1. Multiple active learning stages then follow to iterate

between active sampling and domain adapted training. At the j-th active learning stage, the active sampling function selects and annotates
some unlabeled target images to expand the labeled target set

⋃
{LTi}3i=1 using the model θj−1 trained at the previous stage. The domain

adapted training step then finetunes θj−1 to obtain θj using all images and annotations. Model performance is evaluated on target domains
at test time. Section 3 describes more details.

necessitating a framework to be designed for Multi-Target
Active Domain Adaptation (MT-ADA).

Therefore, we propose the first learning framework for
MT-ADA image classification. As depicted in Figure 1, our
framework consists of an initial pretraining stage, followed
by multiple active learning stages. The pretraining stage
conducts unsupervised domain adaptation with all labeled
source images and unlabeled target images. Each active
learning stage consists of two steps: (i) an active sampling
step automatically selecting unlabeled target images from
the union target pool for manual annotation within a preset
budget. (ii) a domain adapted training step utilizing all im-
ages and available annotations to obtain an improved classi-
fication model. The iteration between these two steps grad-
ually expands the labeled target set and improves classifica-
tion performance on target domains. Unlike the aforemen-
tioned ST-ADA solution, our framework only maintains one
classification model during both training and inference, and
is domain-label-free at test time.

However, since every domain has its domain-specific
classification information, domain alignment in MT-ADA
becomes much more challenging. To address this prob-
lem, we focus on improving domain alignment efficacy for
MT-ADA during both training and active sampling. To
this end, we first propose decomposed domain discrimi-
nation (D3) for training, which is deployed in pretraining
stage and every domain adapted training step. It decom-

poses multi-domain alignment into source-target and target-
target domain alignment and balances them appropriately.
Consequently, the well-aligned feature space can facilitate
the encoding of domain-invariant features. Then during
active sampling, we conceptualize domain adaptation as a
multi-task learning process with two objectives: classifi-
cation and domain alignment. We weight target images
with their contributions to both tasks, which are computed
as each target image’s feature gradients from classification
and domain alignment losses, supervised by correspond-
ing pseudo-labels. The computed weights, named Gradient
Utility (GU), are further combined with KMeans cluster-
ing (GU-KMeans) to select diverse target samples for anno-
tation. GU-KMeans thus is able to automatically distribute
the preset budget among target domains and identify images
that contribute maximally to domain adaptation. Our uni-
fied framework, named D3GU, effectively boosts MT-ADA
performance via enhancing domain alignments during both
training and active sampling.

In summary, our contribution is three-fold:

• To address the domain shifts during training in the
multi-target setting, we introduce decomposed domain
discrimination (D3) to appropriately achieve source-
target and target-target domain alignments.

• We propose GU-KMeans, an active sampling strat-
egy utilizing gradients from classification and domain
alignment losses to select informative target images.



• To the best of our knowledge, this is the first work ad-
dressing the MT-ADA problem for image classifica-
tion. Extensive experiments on Office31 [32], Office-
Home [41], and DomainNet [29] have demonstrated its
state-of-the-art performance.

2. Related work
2.1. Unsupervised domain adaptation

To mitigate the domain shifts between source and target
domains, modern unsupervised domain adaptation methods
rely on various domain alignment techniques to align the
distributions of source and target features. One line of re-
search is to design various metrics to decrease the distance
between source and target distributions [5, 25, 26, 43]. It
is however difficult to comprehensively compute distribu-
tion disparity with handcrafted metrics. A more promi-
nent line of work resorted to adversarial domain discrimina-
tors to automatically align domains via min-max optimiza-
tion [20,27,48]. The pioneer work, DANN [48], included a
binary domain discriminator in the network architecture and
reversed its gradient flowing to the feature encoder during
back-propagation. Recent UDA works were mostly built on
the domain discriminator by proposing some improvement
in architectures [1, 44, 45], training pipelines [16], and loss
functions [8, 18, 19, 23, 40, 49]. Due to DANN’s popularity
and the convention to use it on ADA [7,20,30,34], our work
is also built upon it to enhance domain alignment.

2.2. Multi-target domain adaptation

Real-world applications often require adaptation to mul-
tiple target domains. Research works for domain adaptation
on multiple target domains can be classified into blended-
target adaptation and multi-target adaptation, determined by
the availability of target domain labels. When target do-
main labels are missing, blended-target domain adaptation
methods [15, 47, 50] merge all targets into one and focus
on source-target alignment. In this paper, we instead study
multi-target domain adaptation (MTDA) [13, 28, 31, 39],
where target domain labels are provided for training data.
Previous MTDA methods proposed sophisticated training
pipelines and architectures, including decomposed map-
ping [13], knowledge distillation [28, 39], and curriculum
learning [31]. On the contrary, we propose a simple but ef-
fective adversarial domain discrimination technique to en-
hance multi-domain alignment, with minimal modifications
to the training pipeline and architecture.

2.3. Active domain adaptation

Traditional active learning methods aim to selectively
annotate images by measuring their importance as data un-
certainty [11, 33, 36, 37] and diversity [12, 35, 38]. Re-
cently, active domain adaptation (ADA), which instead ac-

tively annotates a few images from the target domain to
address domain shifts, has received increasing research at-
tention. AADA [20] weighted entropy score with target
probability at the equilibrium state of adversarial training.
TQS [7] jointly considered committee uncertainty, and do-
mainness for active learning. CLUE [30] integrated en-
tropy score into diversity sampling via KMeans cluster-
ing. SDM [46] boosted active domain adaptation accu-
racy with the help of a margin loss. LAMDA [34] selected
domain-representative candidates. However, these methods
treated classification and domain alignment as two inde-
pendent tasks and failed to explicitly consider their correla-
tions. In this paper, we leverage the domain discriminator to
propose an active sampling criterion called gradient utility,
which explicitly measures each target image’s contributions
to classification and domain alignment.

3. Preliminary
3.1. Multi-target active domain adaptation

MT-ADA aims at training a single classification model
for K classes on N target domains {Ti}Ni=1 by transfer-
ring classification knowledge from one labeled source do-
main S. It utilizes labeled source images LS and unlabeled
target images {UTi}Ni=1, then selects and annotates images
from {UTi}Ni=1 at multiple stages to build up labeled target
set {LTi

}Ni=1 to join training. As visualized in Figure 1,
the learning process is composed of an initial unsupervised
domain adapted pretraining stage (stage-0) followed by s
stages of active learning. The same domain adaptation
method is used in all stages for training. The pretraining
stage trains a model θ0 with only LS and {UTi}Ni=1 in the
UDA manner, since {LTi

}Ni=1 = ∅ initially. At the j-th ac-
tive learning stage with annotation budget bj , an active sam-
pling algorithm first selects bj images from unlabeled tar-
get union {UTi}Ni=1 for annotation by utilizing the previous
stage’s trained model θj−1, and then moves the selected im-
ages from unlabeled target set to the labeled target set. Since
the selection pool is the target union, numbers of images se-
lected from each target domain, which have a sum of bj , are
automatically determined by the active sampling algorithm.
Through domain adapted training, an improved model θj
is thus obtained by finetuning θj−1 on labeled source set
LS , unlabeled target set {UTi

}Ni=1, and labeled target set
{LTi

}Ni=1. The active learning stages repeat until the anno-
tation budget runs out. At test time, we measure model’s
average classification accuracy on all target domains.

3.2. Adversarial domain adaptation

Following previous convention [7,20,30,34], we choose
DANN [48] for domain adaptation due to its high effi-
ciency. DANN is the exemplar of adversarial domain adap-
tation [10, 27, 48]. Initially designed for single-target do-



main adaptation, DANN has been adapted to multi-target
domain adaptation by merging all target domains into a
union domain T̃ =

⋃
{Ti}Ni=1 [28, 39, 42]. Specifically,

as Figure 1 shows, the model is composed of three parts:
a backbone feature encoder F , a classification head C, and
a domain discrimination head D. During training, an in-
put image x ∈ R3×H×W with height H and width W
from either source domain S or target domain T̃ is first
encoded into a feature vector, i.e., z = F (x), which is
then passed to C and D simultaneously. The classification
head and a softmax layer predict z into class probabilities
p = Softmax(C(z)) ∈ RK . When x is labeled with class
y, the classification loss is computed as:

Lcls(x, y) = −
∑K

k=1
1[k=y] logpk (1)

Parallelly, the domain discrimination branch predicts z into
domain logits ϕd = D(z) ∈ R2, which is then activated
into domain probabilities q ∈ R2 by softmax layer. The
two channels of ϕd and q represent source and target do-
mains, respectively. Suppose the domain label of x is m,
a binary domain classification task is formulated with loss:

Lbin
dom(x,m) = −

∑
t∈{S,T }

1[t=m] log qt (2)

We denote it as binary domain discrimination. To achieve
domain alignment, a domain-invariant feature encoder is
needed to confuse the domain discriminator. Therefore, we
adversarially train D to minimize Lbin

dom and F to maxi-
mize Lbin

dom, which is implemented by reversing the gradi-
ents flowing from D to z. In practice, during all training
steps, Lbin

dom is computed on all images because domain la-
bels are always provided, while Lcls is only computed on
labeled images. At test time, only the backbone F and clas-
sification head C are kept for inference.

4. Proposed method
4.1. Decomposed domain discrimination

Although binary domain discrimination already demon-
strates appealing performance, the missing target domain
labels make it focus on source-target alignment but ignore
target-target alignment. As shown in Figure 2, this results in
under-alignment between target domains, the distributions
of which can be quite distinct and cause drastic category
mismatch [50]. To ensure better alignment between mul-
tiple domains, all-way domain discrimination [31] is used
to align every domain with all others. By predicting a logit
for every domain, it estimates the probabilities of the in-
put belonging to every domain out of all (1 +N) domains,
i.e., q ∈ R(1+N). The corresponding loss function is then
changed from Equation 2 to:

Law
dom(x,m) = −

∑
t∈{S,T1,...,TN}

1[t=m] log qt (3)

Similarly, we apply minmax optimization on Law
dom for ad-

versarial training. In this way, every domain is aligned with
the others, resulting in a more compact feature space.

However, while domain adaptation assumes most of the
classification knowledge is shared and transferable between
domains (“+”), every domain also has its own domain-
specific classification knowledge (“-”), the alignment of
which adversely affects the classification in the shared fea-
ture space. This is known as negative transfer [24, 51].
All-way domain discrimination applies the same degree of
alignment between all domains, thus emphasizing align-
ment between unlabeled target domains where classification
supervision is missing. Consequently, it can easily lead to
negative transfer and over-alignment, as in Figure 2.

To mitigate this dilemma, we hereby propose Decom-
posed Domain Discrimination (D3) to decompose domain
alignment into source-target alignment and target-target
alignment. D3 uses a domain discriminator D that predicts
(N + 2)-dimensional domain logits ϕd ∈ R(2+N), cor-
responding to the source domain S, union target domain
T̃ , and each individual target domains T1, ..., TN , sequen-
tially. It then simultaneously computes Lbin

dom on S and T̃
for source-target alignment, and Law

dom on S and {Ti}Ni=1 for
target-target alignment. Decomposed domain discrimina-
tion is thus formulated as a weighted sum of the two losses:

Ldec
dom = Lbin

dom + αLaw
dom (4)

where loss weight for Lbin
dom is always 1.0 to necessitate and

prioritize source-target alignment since annotations mostly
come from the source domain. α is the hyperparameter that
controls the balance between the source-target alignment
and target-target alignment to avoid either under-alignment
or over-alignment. We show in experiments that, despite its
simplicity, decomposed domain discrimination effectively
facilitates encoding domain-invariant features and improves
domain adaptation performance.

4.2. Gradient utility for sample selection

Traditional active sampling functions consider unlabeled
samples’ uncertainty as the major criterion for selection,
i.e., samples closer to the decision boundaries are preferred.
However, domain adaptation is a two-task learning process,
where the classification task aims at learning classification
knowledge from source domain and domain alignment task
is responsible for knowledge transferring to the target do-
mains. Merely applying the uncertainty-based methods to
active domain adaptation, without addressing domain mis-
match, can result in querying a sub-optimal set of samples.
Existing active domain adaptation research therefore con-
siders domain gap [20] and domain representatives [34].
However, they treat classification and domain alignment as
two independent tasks and fail to consider their correlation.



Figure 2. Each domain has its transferable positive knowl-
edge (“+”), and negative knowledge (“-”) that is domain-specific
and cannot be shared. Binary domain discrimination can lead to
under-alignment between positives in the target domains while all-
way domain discrimination leads to over-alignment of the nega-
tives. Decomposed domain discrimination instead balances the
two to enhance domain alignment.

Figure 3. Gradient utility φ measures each target sample’s contri-
butions towards classification (φcls) and domain alignment (φda).
Target samples with the highest φ, rather than the most uncertain
ones, are upweighted the most.

We propose a novel technique to address this challenge
by leveraging the domain discriminator. As mentioned in
Section 3.2, the encoded feature z acts like a bridge be-
tween two task-specific branches C and D. Our method
thus quantifies the contributions of each sample in the en-
coded feature space, resulting from the active annotation, by
measuring its gradient utilities towards these two branches.

Assuming the ideal situation where the classification la-
bel y of a sample x is known, we firstly compute the neg-
ative gradient of the classification loss Lcls (supervised by
the label y) w.r.t. its encoded feature z:

g̃cls(x, y) = −∂Lcls(x, y)

∂z
(5)

which represents the first-order displacement of z in the
feature space with both direction and magnitude, result-
ing from annotating it. Larger displacement induces larger
changes to the feature space, leading to more contributions
to the classification task. We can quantify such contribu-
tion with gradient utility towards classification, which is the

magnitude of the displacement:

φcls(x, y) = ∥g̃cls(x, y)∥2 (6)

However, x’s contribution to domain alignment task can-
not be computed similarly, since the domain label m is al-
ready known and active annotation does not augment any
extra supervision. We therefore need another method to
quantify the contribution resulting from annotating it with
label y. To this end, we exploit the correlation between
the classification and domain alignment tasks. Any attempt
to optimize the performance of one task is likely to alter
the encoded feature representations z, which will affect the
performance of the other task. Such task correlation can
be computed by the cosine similarity between the two task
gradients w.r.t. the encoded feature z. Formally,

g̃da(x,S) = −∂Ldom(x,S)
∂z

(7)

corrcls−da(x, y,S) =
g̃cls(x, y) · g̃da(x,S)

∥g̃cls(x, y)∥2 · ∥g̃da(x,S)∥2
(8)

where Ldom ∈ {Lbin
dom,Law

dom,Ldec
dom} depending on which

domain discrimination method is used, and g̃da(x,S) is the
negative gradient of the domain discrimination loss Ldom

to align x with the source domain. Now we can derive tar-
get x’s gradient utility towards domain alignment, resulting
from annotating x with label y:

φda(x, y) = φcls(x, y) · corrcls−da(x, y,S) (9)

which measures how x’s displacement in the feature space
induced by classification affects domain alignment. We sum
the gradient utilities towards both classification and domain
alignment to form the final Gradient Utility (GU):

φ(x, y) = φcls(x, y) + φda(x, y) (10)

which measures x’s contribution to both tasks. We weight
samples using their GUs during active sampling, as illus-
trated in Figure 3. In practice, the assumption on the avail-
ability of the ground truth label y does not hold when sam-
pling. We therefore use the predicted pseudo-label instead,
which also shows strong empirical performance.

4.3. GU-KMeans for diverse sample selection

To further augment the selected target subset with diver-
sity, at the j-th active sampling step, we cluster the unla-
beled target images into bj clusters, where bj is the anno-
tation budget mentioned in Section 3.1. The image closest
to the centroid of each cluster is selected for annotation.
KMeans is employed for clustering in our experiments fol-
lowing [3,30]. The proposed gradient utilities act as sample
weights when computing the centroids:

w(x) = norm(φ(x))β (11)



where w is the sample weight and the “norm” operator di-
vides all scores by the maximum to normalize them into the
range [0, 1] for computational stability. A parameter β is
used as the exponent on the score to tradeoff gradient utility
and diversity in active sampling. The larger β is, the more
importance we put on gradient utility than diversity. The
final active sampling method is named as GU-KMeans.

5. Experiments and results

In the absence of benchmarks for MT-ADA for image
classification, we develop our own codebase on three con-
ventional domain adaptation datasets. We present exper-
imental setup in Section 5.1, introduce baselines in Sec-
tion 5.2, analyze the performance of our framework in Sec-
tion 5.3, and provide more analysis in Section 5.4. Addi-
tional details and results are in the supplementary material.

5.1. Experimental setup

Datasets: We conduct multi-target active domain adapta-
tion experiments on 3 benchmark datasets: Office31 [32],
OfficeHome [41], and DomainNet [29]. Office31 consists
of 4, 652 images classified into 31 classes from 3 domains
{amazon, dslr, webcam}. OfficeHome consists of 15, 500
images spanning 65 classes and 4 domains {art, clipart,
product, real}. DomainNet is a large-scale dataset with
0.6 million images spanning 345 classes and 6 domains
{clipart, infograph, painting, quickdrarw, real, sketch}.
Since Office31 and OfficeHome do not provide train and
test splits, we follow the conventional protocol to use all
images for both training and testing [7, 30, 34, 46]. We use
the official train/test splits in DomainNet for experiments.
Evaluation metric: For each dataset, when taking one do-
main as the source, we use all the remaining domains as
targets, and report the averaged classification accuracy over
all target domains. For example, on OfficeHome, reported
accuracy corresponding to “art” refers to the average classi-
fication accuracy on clipart, product, and real, when taking
art as the source. All reported results are the average of
three random trials, unless otherwise specified.
Implementation: We use a ResNet-50 [21] pretrained on
ImageNet [2, 17] as the backbone. Encoded feature dimen-
sion is 256 on Office31/OfficeHome and 512 on Domain-
Net. The classification head is a single layer neural net-
work and the domain discriminator is a three-layer neural
network with dropout value of 0.5. α in Equation 4 is set
to 1.0 on Office31/OfficeHome and 0.05 on DomainNet. β
in Equation 11 is set to 4.0. We use SGD optimizer in un-
supervised pretraining with learning rate 0.001 and domain
adapted training with learning rate 0.0003, both of which
are inversely decayed during training. We conduct 4 active
learning stages with equal annotation budget at each stage.

5.2. Active sampling baselines

For replication purposes and fair comparison, we re-
implemented the following active sampling baselines on our
codebase, including both classical active sampling methods
denoted as AL, and state-of-the-art active domain adaptation
sampling methods denoted as ADA.
Entropy(AL) selects samples with the largest entropy
scores, i.e., H(x) = −

∑C
k=1 pk(x) log pk(x), where C

and p refer to the number of classes and predicted class
probabilities, respectively.
Margin(AL) selects samples with the smallest prediction
margins M(x) = pc1(x)−pc2(x), where c1/c2 stands for
the most/second-most confident predicted classes.
Coreset [35](AL) selects representative target subset with
greedy KCenter clustering.
BADGE [4](AL) uses KMeans++ clustering on the classi-
fication gradient embedding space to select the most uncer-
tain and diverse subset.
AADA [20](ADA) selects images with the largest aug-
mented entropy scores, i.e., G(x) = 1−qS(x)

qS(x) H(x), where
q/S refers to predicted domain probabilities/source domain.
CLUE [30](ADA) performs KMeans clustering on all target
images with entropy scores as clustering weights. It how-
ever ignores domain shifts.
LAMDA [34](ADA) selects a subset of target images
whose maximal mean discrepancy with the unlabeled target
set is minimized. Selected images are representatives of the
target domain but do not optimize classification accuracy.
SDM [46](ADA) improves margin sampling by further se-
lecting images with strong correlations between the loss and
the margin sampling function.

5.3. Main results

We compare our unified framework D3GU with base-
lines on MT-ADA task on Office31/OfficeHome in Table 1
and DomainNet in Table 2. In Table 3, we compare different
domain adaptation methods at the pretraining stage (stage-
0). We mainly compare with ADA baselines since they
generally perform better than AL methods on ADA tasks.
Results of ADA baselines are trained with domain adap-
tation methods whose empirical performances are better,
i.e., all-way domain discrimination on Office31 and Of-
ficeHome, and binary domain discrimination on Domain-
Net, as indicated in Table 3. We include more results in
the supplementary material, including comparison between
GU-KMeans and other sampling algorithms under the same
domain adaptations on both MT-ADA and ST-ADA tasks.
Performance of D3GU: As shown in Tables 1 and 2, D3GU
consistently outperforms all baselines on almost every MT-
ADA setting on three benchmark datasets. Under the set-
tings where it does not achieve the best results, its accu-
racies still stay very close to the best ones. In Table 1,



Method

Office31 OfficeHome

budget=30/stage-1 budget=120/stage-4 budget=100/stage-1 budget=400/stage-4

amzn dslr web AVG amzn dslr web AVG art clip prod real AVG art clip prod real AVG

random(b) 85.38 81.14 81.44 82.65 92.64 85.03 85.75 87.80 63.37 62.43 56.78 63.64 61.55 68.20 68.47 61.99 68.15 66.70
entropy(b) 89.62 81.11 81.53 84.08 98.16 86.44 87.20 90.60 63.27 63.80 57.17 63.44 61.92 70.05 71.35 65.25 70.19 69.21
margin(b) 89.80 82.24 83.46 85.16 98.92 87.89 87.75 91.52 63.75 64.98 57.90 64.31 62.73 71.12 71.86 65.79 70.64 69.85
coreset(b) 85.52 80.50 81.08 82.36 90.51 83.22 83.41 85.71 62.00 62.75 55.23 62.94 60.73 66.48 67.22 60.38 66.47 65.14

BADGE(b) 89.16 81.61 82.86 84.54 98.54 86.53 87.82 90.97 64.25 64.65 57.38 64.57 62.71 70.70 72.14 64.57 70.28 69.42

AADA(a) 89.32 80.70 82.76 84.26 98.34 86.01 87.10 90.48 63.72 64.56 57.85 64.89 62.76 70.28 71.65 64.87 70.32 69.28
SDM(a) 89.85 81.94 83.55 85.11 99.06 87.62 88.32 91.67 64.23 64.85 58.09 65.65 63.21 71.03 72.72 65.88 70.92 70.13

LAMDA(a) 90.74 82.34 83.49 85.52 98.57 87.60 88.30 91.49 65.44 64.37 58.55 65.74 63.52 70.87 71.61 65.46 70.58 69.63
CLUE(a) 90.74 84.21 84.12 86.36 97.93 87.74 88.86 91.51 66.02 65.36 59.40 65.79 64.14 71.75 71.33 64.89 70.56 69.63

D3GU 91.14 84.23 85.16 86.84 99.16 88.55 89.29 92.33 65.96 66.53 59.29 66.30 64.52 72.36 72.65 65.75 71.43 70.55

Table 1. MT-ADA accuracies with total budget 120 and 400 on Office31 and OfficeHome, respectively. We conducted 4 active learning
stages with equal budgets. Pretraining stage and active learning training stages apply the same domain discrimination, which is indicated
by “(a)”(all-way) and “(b)”(binary) postfixes in “Method” column. We mark the best results in bold and underline the second-best ones.
The best average results across all the source domains on each dataset are marked in red. Same annotations are used for Table 2 and 3.

Method C I P Q R S AVG

SDM(b) 43.06 43.26 43.82 40.42 42.97 46.41 43.32
CLUE(b) 43.79 46.48 44.41 40.03 43.01 46.71 44.07

LAMDA(b) 44.08 46.34 44.75 40.73 43.25 46.94 44.35

D3GU 44.40 47.23 44.82 40.90 43.23 47.13 44.62

Table 2. MT-ADA accuracies on DomainNet with total budget
=10, 000 in 4 active learning stages. Capital letters are short for
source domains. Refer to supplementary material for more results.

while SDM demonstrates competitive performance at stage-
4 (AVG=91.67/70.13 on Office31/OfficeHome), it per-
forms relatively poor at stage-1 (AVG=85.11/63.21 on Of-
fice31/OfficeHome). In comparison, D3GU demonstrates
consistent state-of-the-art performance at both stages. This
unanimously corroborates the promise of D3GU for real-
world multi-target active domain adaptation applications.
Performance of decomposed domain discrimination: As
shown in Table 3, neither binary domain discrimination nor
all-way discrimination shows consistent advantages on all
three datasets. On DomainNet, where the 6 domains and
large number of images make domain shift a much more
challenging problem to solve, all-way domain discrimina-
tion loses its advantage and falls behind binary discrimina-
tion by a large margin. This further suggests the existence
of negative transfer. On the contrary, D3 always demon-
strates the best or second-best accuracies, highlighting its
superior and robust performance.
Performance of GU-KMeans: As shown in Figure 4, with
the same domain discrimination methods, GU-KMeans still
outperforms the other ADA baselines on all three datasets
by a large margin. We also provide more experiment results
in the supplementary material, which further shows GU-
KMeans’s state-of-the-art performance as an active sam-

Figure 4. Plot of MT-ADA accuracies at 4 active learning stages.
We plot classification accuracies averaged over all source domains
on each dataset (AVG in Tables 1, 2).

pling method on Office31, OfficeHome, and DomainNet.

5.4. Further analysis

Analysis of each component of GU-KMeans: In Table
4, we validate the effectiveness of each component of GU-
KMeans with real as source on OfficeHome. We first estab-
lish two baselines that select target images whose gradient
utility scores (φcls and φcls + φda) are highest, similar to
entropy sampling. While entropy score sampling improves
random sampling by a large margin with budget = 400, gra-
dient utility towards classification φcls proves to be a more
effective way to measure samples’ contribution to classi-
fication (Cls), further improving entropy sampling signifi-
cantly in both budget settings. By further considering sam-
ples’ contribution to domain alignment (Da) by introducing
φda, performance keeps increasing to 70.84 with budget =
400, already outperforming the second best accuracy 70.64
of margin sampling as indicated in Table 1. GU-KMeans
further boosts the performance by introducing KMeans for
diversity (Div). These results show the usefulness of each
component of GU-KMeans as an active sampling method.
Ablation on decomposed loss weight parameter: We plot
the unsupervised domain adaptation pretraining results with



DA
Office31 OfficeHome DomainNet

amzn dslr web art clip prod real C I P Q R S

binary 79.83 79.83 80.37 60.65 58.33 52.92 61.70 31.28 28.28 30.62 11.07 30.99 35.75
all-way 81.12 80.43 80.62 61.50 58.80 54.57 62.70 30.28 27.90 30.59 10.59 30.25 34.11

D3 81.13 80.16 80.66 61.79 59.26 54.77 63.07 31.43 28.46 30.69 11.43 30.75 35.59

Table 3. Unsupervised domain adaptation results of 3 domain adaptations (DA) on Office31, OfficeHome, and DomainNet.

Method Cls Da Div b=100 b=400

random ✗ ✗ ✗ 63.64 68.15
entropy ✓ ✗ ✗ 63.44−0.20 70.19+2.04

φcls ✓ ✗ ✗ 64.48+1.04 70.61+0.42

φcls + φda ✓ ✓ ✗ 64.90+0.42 70.84+0.23

GU-KMeans ✓ ✓ ✓ 65.00+0.10 71.11+0.27

Table 4. Analysis of GU-KMeans with real as source on Office-
Home.“b” is short for budget.

various α values (Equation 4) in the top subfigure of Figure
5, with source domain quickdraw on DomainNet. quick-
draw is the most challenging source domain in DomainNet,
where the objects are only outlined by several black lines.
With binary discrimination as the baseline, α around 0.2
gives the best tradeoff between source-target alignment and
target-target alignment. The larger value of α leads to over-
alignment and makes performance worse, with the worst
performance achieved with only all-way discrimination. We
report distances between domains of different α values to
quantify domain alignment in the supplementary material.
Ablation on utility-diversity tradeoff parameter: As
shown in the bottom subfigure of Figure 5, we ablate the
utility-diversity tradeoff parameter β (Equation 11), tak-
ing art as source domain on OfficeHome. By introducing
vanilla gradient utility as weight, performance of KMeans
sampling is boosted by a large margin (β = 1.0). While the
best accuracy is obtained when β ≈ 4.0, any value of β in
the range [2.0, 6.0] gives competitive performance.
Analysis of the number of samples selected from each
target domain: In Figure 6, taking art as source domain
on OfficeHome, we plot the accuracies and the numbers
of selected samples in each target domain at every active
learning stage, with annotation budget being 100 at each
stage. Note that active sampling always relies on the model
trained at previous stage. As shown in the figure, D3GU
tends to select more samples from the domain with worse
performance. We also include selected samples’ distribu-
tion visualizations in the supplementary material.

6. Conclusion
In this paper, we propose D3GU, the first framework of

its kind to address the challenging but unexplored task of
multi-target active domain adaptation (MT-ADA) for image

Figure 5. Top: UDA pretrain performances of different α values in
Equation 4 with quickdraw as source domain on DomainNet. Bot-
tom: Effect of β values in Equation 11 on GU-KMeans + binary
domain discrimination, with art as source domain on OfficeHome.

Figure 6. Accuracy and selected image counts for each target do-
main at every active learning stage using D3GU. Experiments con-
ducted with art as source on OfficeHome.

classification. We introduced decomposed domain discrim-
ination to properly align source-target and target-target do-
mains. We proposed an active sampling strategy that com-
putes the gradient utilities of each target sample towards
classification and domain alignment tasks, and combine it
with KMeans for diversity. Extensive analysis on three
datasets corroborates the promise of D3GU for MT-ADA.
We hope our work will motivate the development of other
MT-ADA algorithms for image recognition. When images
and domains scale up, training may require extensive com-
puting resources, impacting the environment negatively. We
leave it as a future work to design more efficient algorithms.
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