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Abstract

The task of realistically inserting a human from a refer-
ence image into a background scene is highly challeng-
ing, requiring the model to (1) determine the correct loca-
tion and poses of the person and (2) perform high-quality
personalization conditioned on the background. Previous
approaches often treat them as separate problems, over-
looking their interconnections, and typically rely on train-
ing to achieve high performance. In this work, we intro-
duce a unified training-free pipeline that leverages pre-
trained text-to-image diffusion models. We show that diffu-
sion models inherently possess the knowledge to place peo-
ple in complex scenes without requiring task-specific train-
ing. By combining inversion techniques with classifier-free
guidance, our method achieves affordance-aware global
editing, seamlessly inserting people into scenes. Further-
more, our proposed mask-guided self-attention mechanism
ensures high-quality personalization, preserving the sub-
ject’s identity, clothing, and body features from just a sin-
gle reference image. To the best of our knowledge, we are
the first to perform realistic human insertions into scenes in
a training-free manner and achieve state-of-the-art results
in diverse composite scene images with excellent identity
preservation in backgrounds and subjects.

1. Introduction

Human-centric personalized image content creation has re-
ceived a lot of attention in recent years due to the increasing
demand in commerce for customized experiences, includ-
ing e-commerce advertising [9, 46], avatar creation [48, 56],
and virtual try-on [7, 40, 55, 62]. Recent advances in large-
scale text-to-image diffusion models [8, 17, 30, 37, 39,
42] have given rise to many customization methods that
can generate images with the same individual in different
scenes, poses, and styles. In this work, we study the prob-
lem of personalized human insertion into any scene, or “per-
son teleportation”: Given a scene image and a human ref-
erence image, how can we perform personalized human in-
sertions into the background?

K J Joseph
Adobe Research

josephkj@adobe.com

Fernando De La Torre
Carnegie Mellon University

ftorre@cs.cmu.edu

Inputs Output

]

Teleportraits
§

"A lady wearing
purple dress"

"A person sitting on a bed in a room"

Figure 1. Illustration of Teleportraits. Teleportraits can insert
humans into scenes, while maintaining high degree of affordance.

There are two major challenges to this problem: inser-
tion and personalization. The first challenge is highly as-
sociated with the concept of affordances, proposed by J.J.
Gibson [14] to describe the functional visual relationship
between subjects and scenes. To seamlessly insert human
subjects into a given background, global affordances rea-
soning determines the optimal placement, while local af-
fordance understanding refines the subject’s precise pose
and action. Previous work on global affordances includes
human pose and action estimation conditioned on input
scenes [4, 25, 47, 50]. However, these methods typically
rely on training with smaller, curated datasets containing
ground-truth annotations, which limits their performance in
diverse real-world scenes. Another line of research focuses
on local affordances [6, 21, 57], aiming to seamlessly syn-
thesize subjects within a given background based on a user-
specified location. Nevertheless, such location information
is not always available, and absence of global understanding
can significantly constrain the effectiveness of local affor-
dance reasoning. Most recently, Text2Place [32] is the first
work to consider both levels of affordances, proposing the
use of Score Distillation Sampling loss [35] to optimize a
human mask parameterized by Gaussian blobs. An off-the-
shelf inpainting model [34] is then employed to generate
human poses at the predicted mask location. Still, the two
levels of affordances are treated as separate problems, and
test-time tuning is required for each individual scene.

The second challenge is achieving personalization in
affordance-aware insertion, generating realistic poses for
the person while preserving their facial and clothing fea-



tures. Current personalization methods can be classi-
fied based on whether per-subject optimization is required.
Methods such as Textual Inversion [12], DreamBooth [38],
and LoRA [18] fine-tune the generation model on ref-
erence images to capture visual features. Other meth-
ods avoid inference-time tuning by training a lightweight
adapter on paired datasets to learn how to extract visual fea-
tures directly from reference images [31, 48, 58]. However,
most personalized generation techniques are conditioned
solely on textual inputs. With the introduction of Con-
trolNet [60], structural controls like depth maps and scrib-
bles can also guide generation, yet no prior work has ex-
plored conditional personalization using input background
images. While, in theory, text-to-image personalization
methods could be combined with an inpainting model to
enable such conditional personalization, as demonstrated in
Text2Place [32], the quality remains limited since these per-
sonalization methods are not specifically trained for inpaint-
ing tasks.

In this paper, we propose a unified framework, termed
Teleportraits, that addresses both challenges simultane-
ously, in a training free manner. We demonstrate that cur-
rent large-scale text-to-image diffusion models inherently
possess the semantic knowledge required for affordance-
aware human insertion. Furthermore, the internal represen-
tations of these models can effectively capture and transfer
the visual features of the subject for personalization, elimi-
nating the need for additional training or test-time tuning.

Our proposed pipeline operates in three steps. Given a
reference subject image and a background scene image, we
first approximate the initial noise latents that can reconstruct
the two images using inversion techniques. Then, starting
from the background noise latent, we apply classifier-free
guidance [16] to direct the model in generating a human
within the background using text prompts, for example, “a
person running on the curved road”. Finally, by leveraging
the reference noise latent, we extract internal feature repre-
sentations from the diffusion model during the self-attention
layers. This allows the generated images to attend to the
subject patch through our mask-guided self-attention mech-
anism, ensuring identity preservation between the subject in
the provided reference image and the final generated output.

To demonstrate Teleportraits’s ability to perform
affordance-aware human insertion into diverse scenes, we
first evaluate Teleportraits on the dataset proposed in
Text2Place [32] alongside prior methods. The results show
that Teleportraits outperforms existing approaches in se-
mantically meaningful human insertion with perfect back-
ground preservation. Moreover, we introduce new metrics
to assess personalization quality. The quantitative and qual-
itative results demonstrate that Teleportraits excels in gener-
ating humans with both global and local affordances, while
effectively preserving the subject identity, including facial

features, clothing, and body shapes.

In summary, our contributions are as follows: First, we
propose a training-free method capable of inserting any per-
son into any scene. Second, we extend the Semantic Human
Placement setting introduced in Text2Place to incorporate
full-body personalization and introduce new metrics for its
evaluation.

2. Related Work

2.1. Subject-driven Image Generation

Subject-driven text-to-image generation focuses on preserv-
ing the visual features of any given object or person while
performing text-conditioned generation. One approach to
capturing a subject’s visual characteristics is per-subject op-
timization, which typically involves learning a special token
for each subject [12, 19] and/or optimizing the network pa-
rameters [22, 38, 59]. However, these methods are compu-
tationally expensive, as they require optimization for each
subject, and they often suffer from overfitting to the refer-
ence images. To address these limitations, test-time tuning-
free methods have been explored. These approaches lever-
age pre-trained image encoders to extract visual features
and fine-tune the model to condition generation on these
extracted features, enabling identity-preserving subject syn-
thesis [15, 23, 26, 27, 31, 48, 49, 52-54, 56, 58]. Another
direction to solve this problem is through training-free ap-
proaches. Consistory [45] extends self-attention by copy-
ing keys and values from the reference image and employs
DIFT [43] feature injection to maintain subject consistency
in story generation. DreamMatcher [29] proposes Appear-
ance Matching Self-Attention, which warps value patches
from the reference image’s self-attention layers using a cor-
respondence mapping to ensure accurate appearance align-
ment. MagicFace [51] focuses specifically on facial iden-
tity preservation, utilizing extended self-attention with keys
and values from reference images, guided by aggregated se-
mantic masks. While these methods enable personalization,
they are limited to text-conditioned generation and cannot
incorporate background images as additional conditioning
for personalization.

2.2. Affordance-aware Subject Insertion

The concept of affordance, introduced by J.J. Gibson [14],
has inspired extensive research in understanding scene-
human affordances [4, 25, 47, 50]. In image generation,
studies on local affordances focus on seamlessly blend-
ing a subject into a background at a user-specified loca-
tion. Anydoor [6] constructs a dataset of objects and back-
grounds with location annotations from videos and fine-
tunes a diffusion model to place objects at designated po-
sitions. Similarly, Kulal et al. [21] build a dataset of hu-
mans and backgrounds from videos, training a model to in-
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Figure 2. Method overview. Teleportraits consists of three steps: (a) Inversion, where we invert the input scene image and reference
image into initial latent noise z5 and z%. This allows Teleportraits to utilize the inherent semantic knowledge of diffusion models to
place humans and use the hidden representation of diffusion models to perform personalization. (b) Affordance-Aware Human Generation.
Starting from the inverted latent 25 of the scene image, Teleportraits uses classifier-free guidance to gradually guide the model to generate
a human at reasonable locations with realistic poses following the text prompt. Latent blending is applied at later denoising steps to ensure
background fidelity. (c) Mask-Guided Self-Attention. Teleportraits achieves personalization through an extended self-attention mechanism
that additionally attend to the keys and values extracted from the recovered diffusion process that reconstruct the reference image.

sert people into predefined locations. While these meth-
ods successfully enable affordance-aware local subject in-
sertion, they heavily depend on accurate insertion cues and
curated datasets, limiting their effectiveness in diverse real-
world scenes where such cues may not always be available.
Studies on global affordances focus on estimating plausi-
ble human placement within a scene. Wang et al. [50]
estimate plausible human poses given scenes by learning
on extracted poses from sitcom videos. SmartMask [41]
trains a diffusion model to predict fine-grained mask for
subject insertion. Text2Place [32] leverages Score Distil-
lation Sampling loss from DreamFusion [35] to optimize
a subject mask parameterized by Gaussian blobs, with an
off-the-shelf inpainting model used to generate the person
within the mask. Although these methods can perform
global affordance-aware subject insertion, they require ei-
ther expensive test-time tuning for each scene, or rely on
large-scale training which limits their ability to generalize
to novel scenes. Moreover, they treat localization and hu-
man generation as separate problems, overlooking their in-
terdependence, which can degrade the overall quality of the
generated image. In contrast, Teleportraits unifies the two
challenges and achieves training-free human insertion by
leveraging the semantic understanding inherently captured
by large-scale diffusion models.
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Figure 3. SDXL architecture illustration. SDXL consists of
70 attention layers, where each attention layer includes a cross-
attention layer and self-attention layer. In Teleportraits, we apply
self-attention based personalization on the up-2, up-3, and up-4
layers, as they determine the color, style, and texture details.

3. Preliminaries

3.1. Latent Diffusion Models

Latent Diffusion Models [37] are a family of diffusion mod-
els that use an autoencoder to project images onto the latent
space and apply the standard diffusion process [17, 42]. The
process begins with an initial Gaussian noise z7 and and un-
dergoes a series of denoising steps, where at each timestep ¢,
the model predicts €(z;, t) that will be used to compute z; 1
from z;. At the final timestep ¢t = 0, the model produces zj,
the final sampled image in latent space. In this work, we
utilize the publicly available Stable Diffusion XL (SDXL)
model for generation, where the model architecture is illus-
trated in Fig. 3.



3.2. Self-attention in Diffusion Models

Self-attention mechanism plays a crucial role in main-
taining consistency in the style and structure of genera-
tion [3, 29]. A self-attention layer takes in a hidden feature
Tin € RIXWXH 'where d is the feature dimension, and W
and H are the resolution of the current attention layer, ei-
ther 32 or 64 in SDXL model. The hidden feature x;,, is
then mapped to three intermediate representations denoted
as Query Q, Key K, and Value V using linear projections
W, WK and WV . The self-attention operation is defined
as follows:

QK

Vd

ZTout = Softmaz( \4

3.3. Classifier-free Guidance

Classifier-free guidance is proposed by Ho et al. [16] to
trade off controllability with sample fidelity. It samples the
noise prediction twice, with and without the conditional text
embeddings ¢, and amplifies the difference between them
using a guidance weight w:

€ =e€p(t,t) +w- (eo(t,t,¢) — eg(as,t))

4. Method

In this section, we present the key components of Telepor-
traits. Given an input scene image I° and a generation
prompt P describing the scene with human inserted, along
with a reference image I and its corresponding text de-
scription P, Teleportraits aims to generate a human inside
I that both aligns with the scene context described by P*
and resembles the person depicted in I%.

Teleportraits consists of three steps, as shown in Fig. 2.
Teleportraits first inverts the scene image I° and the refer-
ence image 17 to obtain obtain their initial latent noise rep-
resentations, z% and z{ﬁ, respectively (Sec. 4.1). Then start-
ing from 2%, Teleportraits leverages classifier-free guidance
to direct the model in generating a human within the scene
in accordance with the text prompt P* (Sec 4.2). In the final
step, Teleportraits introduces mask-guided self-attention,
which transfers the visual features of the reference subject
into the generated human, ensuring identity preservation
while maintaining high-quality generation (Sec 4.3).

4.1. Inversion

The goal of inversion is to recover an estimated diffu-
sion trajectory that can approximately reconstruct the input
scene image I and the reference image I7. Inspired by re-
cent work in inversion in diffusion models [13, 28, 42], we
adopt a similar approach to ReNoise-Inversion [13] and em-
ploy a fixed-point iteration strategy. Specifically, the images
I® and I are first encoded into the latent space, producing
zg and z{'. At each diffusion timestep t = 0,1,...,7 — 1,

we want to estimate z;,,1 with z;. Since diffusion models

are trained to predict z; from 2,11 and not in the opposite

direction, we initialize an estimate z,g +)1 using DDIM inver-

sion. Then, the estimated zt(i)l is passed through the UNet,

which outputs a noise prediction 6(90)

(0)
0

. This noise predic-

tion €, is then used to renoise z;, producing an updated

estimate zt(i)l. The same process is repeated across multi-
ple iterations until an accurate estimation of the latent noise
zey1. After going through all the timesteps, we obtain the
estimated initial latent noise z.

Our experiments suggest that two iterations are sufficient
to reconstruct the input images with high fidelity. As in
ReNoise-Inversion, we disable classifier-free guidance dur-
ing inversion to minimize accumulated error. However, un-
like ReNoise-Inversion, we omit the noise averaging step in
latent estimation to enhance numerical stability.

4.2. Affordance-aware Human Generation

The main idea of Teleportraits is to utilize the inherent se-
mantic understanding in large-scale diffusion models to per-
form affordance-aware human insertion in a training-free
manner. Once we recover the initial latent noise 23 for
the input scene image, we want to use the text prompt P
which describes a plausible and reasonable human inser-
tion solution. By encouraging the model to follow P°, we
can achieve seamless human insertion into scenes. To this
end, we start with the inverted latent noise z? and utilize
classifier-free guidance with a higher guidance weight of
w = 7.5 to encourage the model to generate a person ac-
cording to the prompt.

A problem with directly relying on text guidance to in-
sert human into scenes is the final generated image may de-
viate from the original scene image, especially in the back-
ground area. To achieve high background fidelity during hu-
man generation, we adopt latent blending [2] to solve this
problem. Specifically, we first perform an inference pass
with classifier-free guidance to generate a human inside the
scene image. While the background may change, the overall
structure and layout of the scene remain faithful to the in-
put I°. Therefore, we use off-the-shelf segmentation model
such as SAM [20] to obtain a foreground mask and a back-
ground mask. During the second inference pass, we apply
latent blending using the two masks to ensure that the back-
grounds are left intact and the human is being generated into
the scene image.

4.3. Mask-guided Self-attention

The final part of Teleportraits is to perform personalized
generation onto the scene image given reference image 7.
To achieve this, we propose mask-guided self-attention to
use the hidden representation of diffusion models to trans-
fer visual features of the subject, as depicted in Fig. 2(c).



As introduced in Sec. 3.2, at the core of the diffusion
model is a UNet which includes 70 self-attention layers.
From the latent noise 2% that reproduces the reference im-
age, we can perform a forward diffusion pass and extract the
keys and values patches at each self-attention layer. These
patches, acting as a natural feature representation for the
subject, will be used to transfer the visual identity feature
of the subject onto the human being generated. During the
generation process described in Sec. 4.2, we first retrieve
the keys and values from the reference generation process.
To ensure that these keys and values contain only visual in-
formation of the subject and not the background, we utilize
segmentation models on the reference image I7* to obtain a
subject mask and apply it on the retrieved keys and values.
Then, the keys and values are concatenated with the orig-
inal keys and values during affordance-aware human gen-
eration. In this way, the query patches can attend to both
the keys and values from current generation and from the
reference image, to allow seamless visual feature transfer.

Following previous works [1, 11], we only apply mask-
guided self-attention on part of the up blocks, namely Up-2,
Up-3, and Up-4 in Fig. 3, where the texture, style, and color
of the image are being influenced the most.

The primary distinction between our mask-guided self-
attention and the extended self-attention mechanism used in
Consistory [45] is that we apply it solely to the conditional
branch in classifier-free guidance, whereas Consistory ap-
plies it to both the conditional and unconditional branches.
We find that applying it to both branches significantly im-
pedes effective identity transfer. Additionally, Consistory
requires an extra feature injection process to achieve consis-
tent subject generation, while in Teleportraits, mask-guided
self-attention alone is sufficient.

5. Experiments

We conduct extensive evaluations of Teleportraits to assess
its ability to realistically insert humans into scenes. Given
a scene image and a subject reference image, we prompt
BLIP-2 [24] to generate a text description of human within
the scene, such as “a person riding a bike on the street”. We
also generate a text summary of the subject, like ““a man in a
blue suit”. During personalized generation, we replace the
“a person” in the scene description with the subject’s de-
scription to enhance identity preservation. We use SDXL as
the default text-to-image model, employing a DDIM sam-
pler with 50 inference steps. Mask-guided self-attention is
applied throughout all inference steps, while latent blend-
ing is performed during the later denoising timesteps ¢ €
[10,20] to achieve balance between background preserva-
tion and seamless subject integration. All experiments are
conducted on a single NVIDIA V100 GPU with 32GB of
memory.

Dataset. We evaluate Teleportraits on the dataset proposed

in Text2Place [32], including 25 celebrities with 26 scenes.
During evaluation, we insert each celebrity into all the 26
scenes, resulting in a total of 650 generated images. No-
tably, the celebrity dataset in Text2Place contains multiple
reference images for each person. Since Teleportraits only
requires one reference image, ideally full-body images as
it would provide more information, we select one reference
image per person as input for Teleportraits. Moreover, to
ensure consistency in generation, we resize the reference
images so that the human figures are roughly the same size,
as shown in the Person column in Fig. 4.

Metrics. We first follow Text2Place and evaluate Telepor-
traits on these metrics for realistic human placement: (1)
CLIP-T, which computes the cosine similarity between the
CLIP [36] embeddings of the text prompt and the final gen-
erated image to measure prompt alignment. (2) Person
generation, which uses SAM [20] to detect whether a hu-
man is being generated in the final image and calculate the
percentage of successful human insertion. (3) Background
preservation, which uses SAM to mask out the human sub-
ject and compute the LPIPS [61] score between the gener-
ated image and the original scene image to measure back-
ground fidelity. Furthermore, we include two metrics to
measure identity preservation in personalization following
prior works [38]: (4) CLIP-I, which calculates the cosine
similarity between the CLIP Image embedding of the gen-
erated human image and the reference image. (5) DINO,
which is the average cosine similarity between the ViTS/16
DINO [5] embeddings of the generated and reference hu-
man image.

VLM evaluation. As discussed in prior work [33], auto-
mated evaluations of personalization models can be mis-
aligned with humans. For a more comprehensive evalua-
tion, we adopt and extend the GPT-based evaluation proto-
col from [10] to assess subject identity preservation (VLM-
S), text alignment (VLM-T), and background preserva-
tion (VLM-BG). Details of the evaluation pipeline and GPT
prompts are provided in the Appendix. C.

Human evaluation. We perform human evaluation follow-
ing DreamMatcher [35] with 51 users and 36 samples from
the Text2Place dataset. Users rank the generated images ac-
cording to subject identity, text alignment, and scene con-
sistency. Additional details can be found in Appendix. D.
Baselines. We compare Teleportraits with multiple base-
lines to show its superior performance in both affordance-
aware human placement and personalization. We first com-
pare Teleportraits with Text2Place on the overall task of
personalized human insertion into scenes. Since original
Text2Place operates on multiple reference images, we also
compare with Text2Place using a single reference image,
which we call Text2Place (single). Additionally, we com-
pare Teleportraits’s ability to perform affordance-aware hu-
man placement with Text2Place by using the human mask
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Figure 4. Qualitative results. Teleportraits can perform realistic human insertion into various indoor and outdoor scenes given just a
single reference image. Results show that Teleportraits is able to reason the location and poses of the inserted human, while preserving the

subject identity including hair style, clothing, and body shape.

extracted from our generated image as the mask for per-
sonalized inpainting in Text2Place, which is denoted as
Mask+Text2Place. Lastly, we compare Teleportraits with
a state-of-the-art, open-source zero-shot object insertion
method, AnyDoor [6]. Since a mask is also required for
Anydoor, we use the human mask extracted from our final
generated image and measure Anydoor’s performance on
zero-shot personalized human insertion.

5.1. Qualitative Results

We first present the qualitative results of Teleportraits in
Fig. 4. Our method can achieve realistic human insertion
into various scenes following the text prompts, and can rea-
son the correct human poses that interact with the objects in
the scenes accordingly, such as riding on the bike or sitting
in a chair. Moreover, our method can perform high-quality
personalization given only a single reference image, per-
fectly maintaining the person identity, including hair style,

clothing, and body features.

In Fig. 5, we compare Teleportraits with the baselines.
Firstly, Text2Place sometimes fails to generate the most
suitable mask blobs, leading to unsuccessful human inser-
tion. In addition, Text2Place cannot successfully trans-
fer clothing and body shape features, either with multi-
ple reference images or with only a single reference im-
age. In contrast, our method perfectly preserves the cloth-
ing details of the subjects without any test-time tuning.
In Mask+Text2Place, we enhance Text2Place by using the
bounding box of the generated person from Teleportraits
as the subject mask for Text2Place’s inpainting module.
Results show that this leads to more successful inpaint-
ing, demonstrating that Teleportraits produces more accu-
rate and affordance-aware human insertion. For Anydoor,
we provide the extracted human bounding box from Tele-
portraits as input. While Anydoor preserves subject identity
well, it fails to generate plausible human poses that mean-
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Figure 5. Qualitative comparison with baselines. Using the bounding box from the generated human in Teleportraits, Anydoor is able to
insert human but fails to generate realistic human poses that interacts with the scene. Compared to Text2Place, Teleportraits can not only
generate better location for human insertion, leading to better inpainting results, but also can preserve the human identity much better.

ingfully interact with surroundings. This is likely because
Anydoor is trained on large-scale internet videos with ob-
jects, making it less effective for human-centric generation.

5.2. Quantitative Results

Next we present the quantitative evaluation results on Tele-
portraits and the baselines, with automated evaluation re-
sults in Table. | and human study results in Figure 6.
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Figure 6. Human Evaluation Results. Following Dream-
Matcher [29], 51 users ranked 36 samples from the Text2Place
dataset based on subject identity, text alignment, and scene consis-
tency. Teleportraits achieves the highest scores across all aspects.

Teleportraits shows the best performance in text-to-
image alignment and background preservation compared to
all baselines, demonstrating its superior ability to semanti-
cally insert human into scenes while leaving the background
almost unchanged. By replacing the predicted mask in

Text2Place with ours, we are able to achieve higher human
insertion success rate, demonstrating Teleportraits’s state-
of-the-art ability to accomplish the task of semantic human
placement. Additionally, Teleportraits achieves a higher
success rate in human insertion than Text2Place, suggest-
ing that the pre-trained inpainting model used in Text2Place
has worse performance compared to our training-free ap-
proach. This highlights the effectiveness of Teleportraits
in handling human insertion tasks without relying on task-
specific training, and emphasizes the advantage of using
semantic knowledge within diffusion models to perform
global editing. For personalization quality, Teleportraits
achieves higher identity preservation scores compared to all
baselines, except Anydoor. Anydoor’s better performance
in identity similarity is due to its tendency to copy-paste
the human directly from the reference image into the scene,
without adjusting the subject’s pose or angle. As shown in
Fig. 5, this results in a higher similarity between the refer-
ence image and the generated subject, but limits its ability
to produce natural, dynamic human poses.

Overall, both the qualitative and quantitative results
demonstrate Teleportraits’s capability in solving the two
challenges in human insertion into scenes: affordance-
aware human insertion and conditional personalization
given background scenes. Notably, Teleportraits achieves



CLIP-T{ Person (%)? LPIPS| CLIP-I1 DINO} VLM-St VLM-Tt VLM-BG?t

Text2Place 0.267 84.2 0.094
Text2Place (single) 0.267 86.2 0.093
Our Mask + Text2Place 0.269 91.8 0.075
Our Mask + AnyDoor 0.275 100.0 0.053
Ours 0.287 974 0.025

0573  0.164 225 3.85 6.17
0.567  0.180 1.93 3.79 6.00
0572 0.177 2.18 4.17 6.02
0.681  0.447 4.05 1.82 5.58
0.596 0244 4.0l 4.93 6.29

Table 1. Quantitative results. Compared to Text2Place, Teleportraits has better performance across all metrics. For affordance-aware
human placement, Teleportraits can predict the location better, leading to high success-rate for Text2Place’s inpainting pipeline to generate
a human. While Anydoor can generate human more similar to the references, it falls short in following the text prompt, failing to generate

semantically meaningful poses for the inserted human.

Person Scene Ours w/o latent blending w/o personalization

Alady wearing An old man
purple dress wearing gray suit

Aman in a navy

suit and spotted tie

Figure 7. Ablation study of Teleportraits. Results show that la-
tent blending plays an important role in background preservation,
and our personalization module can successfully transfer detailed
visual features of the reference subject into the generated image.

the task in a training-free manner, costing less than 1 min
to generate a single image, while Text2Place requires per-
subject optimization and can take up to 1 hour to generate a
novel subject in a novel scene.

5.3. Ablations

We now present the ablation study on the following compo-
nents in Teleportraits: (1) Latent blending during semantic
human generation (2) Mask guided self-attention for per-
sonalization. The qualitative results are displayed in Fig. 7,
and quantitative results are reported in Table. 2. More abla-
tion results can be found in Appendix. B.

Latent blending plays a crucial role in preserving back-
ground fidelity. When removed, the overall structure of
the image still resembles the input scene, but the detailed
appearance of the background changed. This is because
the structure is largely influenced by the initial noise [44].
Therefore, even under the influence of classifier-free guid-
ance, when the generation starts from the same latent noise
that reconstructs the scene image, it will automatically fol-
low the scene layout and place humans at reasonable loca-
tions. However, the detailed appearance of the image can be

Ours w/o Latent w/o Personal-
blending ization
CLIP-T1 0.287 0.288 0.289
Person(%)t 974 98.9 94.3
LPIPS| 0.025 0.189 0.029
CLIP-I1 1 0.596 0.590 0.536
DINO?T 0.244 0.236 0.174

Table 2. Ablation study on Teleportraits. Quantitative results
also demonstrate the role of latent blending in keeping the back-
ground unchanged. And metrics in subject similarity show that our
personalization method greatly contributes to better subject iden-
tity preservation.

largely influenced by the text prompt, thus latent blending
is required to preserve the visual details of background.

Personalization using mask-guided self-attention is cru-
cial to preserving high-level and low-level subject identity.
When generating without mask-guided self-attention, we
can see that the model generates a human that roughly re-
sembles the reference image, because the subject prompt
already contains some high-level information about the ap-
pearance, such as the color of the clothing. However, text
has limited granularity and thus cannot encode detailed vi-
sual features, such as the buttons on the jacket and the color
of the spotted tie. This is where mask-guided self-attention
comes in and performs detailed visual feature transfer from
the reference image to the final generated image.

6. Conclusion

In this work, we present Teleportraits, a training-free
method that builds on pre-trained diffusion models and suc-
cessfully tackles the challenging problem of inserting hu-
mans into any scene with a single reference image. Telepor-
traits achieves affordance-aware human insertion by lever-
aging the semantic knowledge inherent in large-scale dif-
fusion models, while transferring the visual features of the
subject through a mask-guided self-attention process. We
hope this work sheds light on the potential of training-free
approaches that utilize the inherent knowledge of diffusion
models to perform various image manipulation tasks.
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Teleportraits: Training-Free People Insertion into Any Scene

Supplementary Material

A. Limitation

While Teleportraits has demonstrated state-of-the-art per-
formance in the task of human insertion into scenes, there
are some limitations to the method.

Firstly, Teleportraits performs the best with full-body im-
ages as reference, and will suffer from problems like low-
quality personalization and disproportional human sizes if
the reference image only contains the upper body, or only
the face of the human (Fig. 8)
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Figure 8. Failure case 1. When the reference image only contains
a small part of the body, the personalized generation quality de-
grades.

Secondly, the quality of the generation is influenced by
the text prompt, especially when the scene is complex or the
person has many detailed visual characteristics to capture.
For example, a shorter prompt like “a person sitting on the
bed” will lead to worse result compared to a more detailed
prompt like “a man wearing blue shirt and dark jeans sitting
on the bed”. Another example would be “a person sitting
on the sofa” leads worse result compared to a more detailed
prompt like “a person sits in the round sofa chair at one
corner, surrounded by three empty chairs, top-down”, on
a scene containing multiple sofas captured from top-down
view (Fig. 9). This is probably due to the bias in large-scale
internet dataset that the diffusion model is trained on, but
overall, for common scene images and people, the effort for
prompt tuning is minimal.

B. More Ablation Results

Here we present more ablation studies on the hyper-
parameters used in Teleportraits.

Influence of classifier-free guidance scale. In Fig. 10, we
present the effect of different classifier-free guidance scale
has on the final generated images. With a guidance scale
of 1, it is equivalent to disabling classifier-free guidance,
and therefore only the scene image is reconstructed and

"A person sitting
on a bed"

Input i ﬁ

"A lady wearing a
purple dress"

T ST B O — B —
l 2| | 2|,
Output — ., -
- "
"A man" "A man in blue "A person sitting  "A person sits in the
shirt and dark on the sofa”  round sofa chair at one
jeans" corner, surrounded by

three empty chairs,
top-down view"

Figure 9. Failure case 2. The influence of text prompts with com-
plex examples.

no human is being generated. With the guidance scale
increasing, we can observe that the human being generated
is getting clearer and clearer, taking up more space in the
image. This is because a larger guidance scale will drive
the generation more towards the direction of text prompt,
where a human is included.

Influence of latent blending timesteps. In Fig. 11, we
show how different latent blending timesteps influences the
output images. We can observe that applying latent blend-
ing during earlier timestep results in more obvious changes
in backgrounds. This is because diffusion models usually
determine the structure and layout during early timesteps,
and detailed appearances are determined during the later
timesteps. When we move the ¢ range to later timesteps, we
can see that the background fidelity significantly increases.
However, if we only apply latent blending right before the
denoising process finishes, it may result in visual artifacts
such as a glow surrounding the subject. Therefore, we
choose to apply latent blending during ¢ € [10,20] in
Teleportraits to achieve a balance between background
preservation and overall image quality.

Influence of performing mask-guided on the uncondi-
tional branch. Here we compare our mask-guided self-
attention mechanism with the one proposed in Consis-
tory [45]. In particular, the main difference between our
method and the one used in Consistory is that we are only
applying the mask-guided self-attention on the conditional
generation branch of classifier-free guidance. In contrast,
Consistory applies it on both the conditional branch and
unconditional branch during generation. We report the re-
sults in Fig. 12, which clearly indicates that applying mod-
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Figure 10. Influence of guidance-scale. Results show that with a larger guidance scale, we can achieve better human insertion into scenes
because the generation process will be guided more towards the text prompt, which describes the scene containing a human.

Input Scene

[40, 50] [30, 40]

"A person sitting on a bed"

Figure 11. Influence of latent blending timesteps.

[20, 30] [10, 20] [0, 10]

We report results obtained by applying latent blending during ¢t €

[0, 10], [10, 20], [20, 30], [30, 40], [40, 50]. The Denoising process starts from ¢ = 50 and ends in ¢ = 0, meaning that larger ¢ indi-
cates earlier diffusion steps, and smaller ¢ represents later steps. Results show that applying latent blending during ¢ € [10, 20] achieves a
perfect balance between background preservation and seamless foreground blending.

ified self-attention on both conditional and unconditional
branches during generation largely degrades the personal-
ization quality, demonstrating Teleportraits’s superior per-
formance in transferring visual features from a single refer-
ence image into various scenes during human generation.

C. VLM Evaluation Details

Following the GPT evaluation protocol in [10], we de-
signed three different prompts for evaluating Telepor-
traits’s ability in subject identity preservation (Fig. 13),
text alignment (Fig. 14), and background scene preserva-
tion (Fig. 15). The GPT model version is GPT-40, and all

evaluations are performed with a temperature of 0 and high
image details.

D. Human Evaluation Details

We conducted a paired human preference study on subject
fidelity, prompt alignment, and background fidelity, com-
paring Teleportraits to the baseline works as listed in Sec. 5
of the main paper. The results are summarized in Fig. 6 in
the main paper.

We provide example questions of the user study. For sub-
ject fidelity, participants were presented with a reference



Figure 12. Influence of whether applying self-attention feature transfer on the unconditional branch. Results show that only applying
mask-guided self-attention on the conditional branch as in Teleportraits can significantly increase the personalization performance, gener-

ating subjects highly similar to the reference.

image and several generated images using different meth-
ods, and were asked to rank the generated images accord-
ing to which better represents the subject in the reference
image, as shown in Fig. 16. For prompt alignment, the sub-
jects were presented with the generated images alongside
the text prompt used to generate these images, and were
asked to rank the images according to which aligns best
with the given prompt, as shown in Fig. 17. For background
fidelity, the subjects were presented with the generated im-
ages alongs with the original scene image, and were asked
to rank the images according to which aligns best with the
original scene image, with an example shown in Fig. 18. A
total number of 51 users responded to 36 ranking questions,
resulting in a total of 1836 responses.

E. Implementation Details
E.1. Code Snippet



### Task Definition
You will be provided with an image generated based on a reference image.
As an experienced evaluator, your task is to assess how well the appearance of the human subject is preserved in the generated image compared to the
reference image, based on the scoring criteria.
Focus solely on the human subject. Regardless of whether the subject in the generated image differs in size, pose, action, or surroundings compared to the one
in the reference image, your evaluation should prioritize the subject's visual appearance.
### Scoring Criteria
Assess whether the human subject in the generated image remains consistent with the one in the reference image, focusing on the preservation of fine details
across the following five visual features:
1. Clathing Types: Check whether the clothing types in the generated image match those in the reference image. This includes distinctions like short vs. long
sleeves, short vs. long pants, and the presence of accessories.
2. Design: Evaluate whether the design of the subject's clothing in the generated image matches that in the reference image. This includes the pattern (e.g.,
floral, striped, or solid) and decorative elements (e.g., logos, zippers, or pockets). Focus on fine-grained details in the design.
3. Texture: Assess whether the texture of the fabrics worn by the subject in the generated image matches that in the reference image. This includes the
material’s appearance and quality. Focus on fine details that contribute to realism.
4. Color: Compare the primary colors of the subject’s clothing and body in both images, considering hue, saturation, brightness, and overall color distribution.
5. Face Identity: Evaluate whether the subject’s face in the generated image resembles the face in the reference image. It is acceptable for the subject in the
generated image to have a different expression or pose than in the reference image. The focus should be on whether the facial identity aligns, without
expecting an exact replica.
### Scoring Range
You need to give a specific integer score based on the comprehensive performance of the visual features above, ranging from 0 to 9:
- Very Poor (0): No resemblance. The generated image's subject has no relation ta the reference. If no human is detected, assign a score of 0.
- Poor (1-2): Minimal resemblance. The subject falls within the same broad category but differs significantly in appearance.
- Fair (3-4): Moderate resemblance. The subject shows some likeness to the reference but has notable variances
- Good (5-6): Strong resemblance. The subject closely matches the reference with only minor discrepancies.
- Very Good (7-8): Very close resemblance. The subject of the generated image is similar to the reference, with few differences in details.
- Excellent (9): Near-identical resemblance. The subject of the generated image is virtually indistinguishable from the reference.
### Input format
Every time you will receive two images, the first image is the generated image, and the second image is the referece image.
Please carefully review each image of the subject.
### Output Format
[Your Score]

You must adhere to the specified output format, which means that only the scores need to be output, excluding your analysis process.

Figure 13. GPT prompts for evaluating personalization quality.



" #4## Task Definition
You will be provided with an image and a text prompt.
As an experienced evaluator, your task is to evaluate the semantic consistency between the image and the text prompt, focusing on human pose, human action,
surroundings, composition and image quality, according to the criteria below.
### Scoring Criteria
Assess how well the visual content of the image aligns with the text prompt based on the following five key aspects:
1. Human Pose: Assess whether the body pose of the human subject aligns with the pose described in the text (e.g., "stand" or "stretch out arms”). Focus on
the subject's pose regardless of their size and position.
2. Human Action: Examine the action or movement of the human subject as described in the text prompt (e.g., "jogging," "climbing," or "walking”). Focus on
the subject's action regardless of their size and position.
3. Surroundings: Evaluate whether the environment and background elements in the image are consistent with the text prompt. The surroundings should match
the described context, including location, props, and overall atmosphere.
4. Composition: Assess how naturally the arrangement of the human subject in the generated image aligns with the description, considering variations in the
subject's placement, position, and size.
5. Image Quality: Evaluate whether the overall image exhibits realistic fidelity, clarity, and visual appeal, avoiding an overly synthetic or artificial look.
### Scoring Range
Based on these criteria, a specific integer score from 0 to 9 can be assigned to determine the level of semantic consistency:
- Very Poor (0): No correlation. The image does not reflect any of the key points or details of the text. If no human is detected, assign a score of 0.
- Poor (1-2): Weak correlation. The image addresses the text in a very general sense but misses most details and nuances.
- Fair (3-4): Moderate correlation. The image represents the text to an extent but lacks several important details or contains some inaccuracies.
- Good (5-6): Strong correlation. The image accurately depicts most of the information from the text with only minor omissions or inaccuracies.
- Very Good (7-8): Very strong correlation. The image captures nearly all relevant details from the text, with very few omissions or inaccuracies.
- Excellent (9): Near-perfect correlation. The image captures the text's content with high precision and detail, leaving out no significant information.
### Input format
Every time you will receive an image and a text prompt.
### Output Format
[Your Score]

You must adhere to the specified output format, which means that only the scores need to be output, excluding your analysis process."

Figure 14. GPT prompts for evaluating prompt alignment.



### Task Definition

You will be provided with an image and reference scene image.

As an experienced evaluator, your task is to evaluate the scene consistency between the image and the original scene image, focusing on overall structure, visual
details,

surroundings, composition and image quality, according to the criteria below.

### Scoring Criteria

Focus solely on the background. The foreground object is a human, and you should only focus on the similarity of the background scene.

Your evaluation should prioritize the background scene's visual appearance compared to the original scene image, regardless of the human object.

If no human is detected in the generated image, assign a score of 0.

1. Background Structure: Assess whether the overall structure of the generated image aligns with the original scene image.

This includes evaluating the arrangement of elements and objects in depth, and perspective.

2. Background Visual Details: Examine the image for any visual details of the background that are missing, modified, or inaccurately represented.

Focus especially on the background elements around the foreground object with their details, such as textures, patterns, and colors.

3. Background Color Tone: Evaluate whether the color tone of the generated image matches the original scene image. Consider the overall color scheme and mood.

4. Composition: Assess how naturally the arrangement of foreground subject in the generated image aligns with the surrounding scene.

The surrending scene should be consistent with the reference image, and the foreground subject should be well integrated into the background.

5. Image Quality: Evaluate whether the overall image exhibits realistic fidelity, clarity, and visual appeal, avoiding an overly synthetic or artificial look.

You need to give a specific integer score based on the comprehensive performance of the visual features above, ranging from 0 to 9:

- Very Poor (0): No resemblance. The generated image's background has no relation to the reference. However, if no human is detected, assign a score of 0.

- Poor (1-2): Minimal resemblance. The generated image's background differs significantly in appearance than the reference.

- Fair (3-4): Moderate resemblance. The generated image's background shows some likeness to the reference but has notable variances.

- Good (5-6): Strong resemblance. The generated image's background closely matches the reference with only minor discrepancies.

- Very Good (7-8): Very close resemblance. The generated image's background is very similar to the reference, with few differences in details.

- Excellent (9): Near-identical resemblance. The generated image's background is virtually indistinguishable from the reference.

### Input format

Every time you will receive two images, the first image is a generated image, and the second image is the reference image.

Please carefully review each image of the background scene.

### Output Format

[Your Score]

You must adhere to the specified output format, which means that only the scores need to be output, excluding your analysis process."

Figure 15. GPT prompts for evaluating background fidelity during insertion.



*

Please rank the generated images (A—E) based on how closely they resemble the reference
person. Focus on both the person's identity (facial features) and clothing appearance. Rank 1
indicates the most similar and Rank 5 the least similar.

Reference Image

Figure 16. Example questionnaire for evaluating subject fidelity.



Please rank the generated images (A-E) based on how well they match the given prompt, with *
Rank 1 indicating the most similar and Rank 5 the least similar

A

Prompt:

A person sits on a bed in a
bedroom with wood
paneling

Figure 17. Example questionnaire for evaluating prompt alignment.



Please rank the generated images (A—E) based on the quality of the human

insertion compared to the reference image. A good insertion should preserve the original
scene without unnecessary modifications and maintain high visual quality. Rank 1 indicates
the best overall insertion, and Rank 5 the worst.

Reference Image

Figure 18. Example questionnaire for evaluating background fidelity.



def mask_guided_attn():
output_res = int(hidden_states.shape[1] ** 0.5)

anchors_hidden_states = anchors_cache.input_h_cache[self.place_in_unet][self.attnstore.curr_iter]

ref_mask = self.downsample_mask( [anchors_cache.masks["ref_subject_mask"]],
output_res=output_res, visualize=True,
image=anchors_cache.masks|"ref_image"], name="ref")

anchors_hidden_states = anchors_hidden_states|[:, ref_mask==1, :]
anchors_keys = attn.to_k(anchors_hidden_states, *args)

anchors_values = attn.to_v(anchors_hidden_states, *args)

# original attn

orig_query = attn.head_to_batch_dim(query).contiguous()
orig_value = attn.head_to_batch_dim(value).contiguous()
orig_key = attn.head_to_batch_dim(key).contiguous()

hidden_states = xformers.ops.memory_efficient_attention(

orig_query, orig_key, orig_value, op=self.attention_op, scale=attn.scale
)
subject_key = torch.cat([key.chunk(2, dim=0)[1], anchors_keys[1].unsqueeze(0)], dim=1)
subject_value = torch.cat([value.chunk(2, dim=0)[1], anchors_values[1].unsqueeze(0)], dim=1)
subject_key = attn.head_to_batch_dim(subject_key).contiguous()
subject_value = attn.head_to_batch_dim(subject_value).contiguous()

sim = torch.einsum("hid, hj d ->h1ij", query, subject_key) * attn.scale
sim_gen, sim_refs = sim[..., :output_res**2], sim[..., output_res**2:]
attn_map = sim.softmax(-1).to(subject_value.dtype)

subject_output = torch.einsum("hi j, hjd -> hid", attn_map, subject_value)

uncond_hidden, cond_hidden = hidden_states.chunk(2)
cond_hidden = subject_output
hidden_states = torch.cat([uncond_hidden, cond_hidden], dim=0)

if self.enable_cpu_offloading:
anchors_hidden_states.to("cpu")
return hidden_states

def classifier_free_guidance():
if self.do_classifier_free_guidance:
noise_pred_uncond, noise_pred_text = noise_pred.chunk(2)
noise_pred = noise_pred_uncond + self.guidance_scale * (noise_pred_text - noise_pred_uncond)

def latent_blending():
if blend_latents and ((i >= blend_t_range[0] and i <= blend_t_range[1])):
print(f"blending latents at timestep: {i}")
source_latents = all_latents[-(i+1)]
if blend_mask is None:
res_64_attnmap = self.attention_store.last_mask[64].reshape((1, 1, 64, 64)).float()
resized_attnmaps = F.interpolate(res_64_attnmap, size=source_latents.shape[2], mode="nearest")
else:
mask = blend_mask
mask = mask.reshape((1, 1, mask.shape[0], mask.shape[1])).float().to(device)
resized_attnmaps = F.interpolate(mask, size=source_latents.shape[2], mode="nearest')

mask_img = np.array(resized_attnmaps[0][0].cpu().detach())
# blend the masks and latents
resized_attnmaps = resized_attnmaps.repeat(1, 4, 1, 1)

blended_latents = resized_attnmaps * latents + (1 - resized_attnmaps) * source_latents

latents = blended_latents.half()

Figure 19. Here are the code snippets of the core components in Teleportraits.
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