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ABSTRACT

Accurate location of people in indoor environments is a key
aspect of many applications such as resource management
or security. In this paper, we explore the use of short-range
radio technologies to track people indoors. The network
consists of two kind of radio nodes: static nodes (anchors)
and mobile nodes (people). From a set of sparse connectiv-
ity matrices (people vs. people and people vs. anchors) at
each time instant and people’s dynamics, we infer people’s
trajectories. To combine connectivity and dynamic informa-
tion, we propose an extension of Multidimensional Scaling
(MDS), Dynamic Weighted MDS (DWMDS), that finds an
embedding of people’s trajectories (x and y coordinates of
people through time). DWMDS has proven to be more ac-
curate and effective, especially for low connectivity degree
networks (i.e. sparse networks), compared to existing loca-
tion algorithms. Extensive simulations show the effective-
ness and robustness of the proposed algorithm.
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Figure 1: Left: tracking scenario in an office envi-
ronment at one time snapshot. Right: trajectory of
one person through time

1. INTRODUCTION

Tracking and locating people indoors and outdoors is an
important problem in many applications, such as security,
monitoring elderly people, or resource management. Out-
door tracking can be successfully solved with location tech-
nologies such as GPS or types of radio communication, such
as 802.11 [9, 2]. However, indoor applications with track-
ing requirements are still an open research topic, since GPS
cannot work indoors and radio communication technologies,
mainly based on distance estimations, are prone to high er-
rors because of the complexity of the indoor radio channel.

Short-range communication technologies, due to their cheap
cost, are being implemented in almost all personal elec-
tronic devices, such as mobile phones, PCs or PDAs. The



widespread use of these devices makes them ideal platforms
for location-aware applications. In this paper, we investigate
a new indoor tracking system based on short-range radio
technologies. Figure 1 left, shows an office environment sce-
nario with two kinds of radio nodes: static nodes (anchors)
and mobile nodes (people). Given the set of connectivity
matrices between people vs. people and people vs. anchors
at different time stamps, an extension of Multidimensional
Scaling (MDS) [4], Dynamic Weighted MDS (DWMDS), is
proposed to infer the unknown people’s trajectories (see fig-
ure 1 right). To resolve ambiguities that occur when having
a very sparse set of measurements, our approach finds solu-
tions consistent with a previously learned mobility pattern
of people in the network.

The rest of the paper is organized as follows: section 2
reviews previous work and section 3 formulates DWMDS,
the tracking algorithm. The optimization procedure is ex-
plained in section 4 and the corresponding experiments and
comparison with other location algorithms are reported in
section 5. Section 6 presents the conclusions and future re-
search.

2. PREVIOUS WORK

Most popular methods to locate people indoors are based
on measurements of radio signals, such as Time of Arrival
(ToA) [15], Angle of Arrival (AoA) [10], Time Difference of
Arrival (TDoA) [13] and Received Signal Strength (RSS).
The first three measurements need costly customized hard-
ware, whereas RSS is the most attractive technique because
of the variety of personal radio communication devices that
cheaply and by default implement it.

Most of the algorithms based on RSS use trilateration
[1], multilateration [11] or similar methods [19, 8] to make
an estimation of the distance between the tracked object
and some known anchors. However, the complexity of the
radio channel indoors and, consequently, its difficulty to be
properly modeled, makes these methods very prone to errors
[5]. Most reliable RSS-based methods do not try to estimate
distances directly from RSS, instead a RSS map of the scene
is previously built [12, 8, 3, 1]. However, this methodology is
extremely dependent on the environment and any significant
change to the topology implies a costly re-calibration.

In the context of sensor networks, classical MDS has been
used to locate static sensor nodes in dense wireless sensor
networks [7, 18, 17, 16]. All of them are applied to static
networks with high connectivity. When the networks are
sparser, the errors increase exponentially. The best results
are reported by [16] using classical MDS (MDS-MAP(P))
as a starting point and an optional subsequent optimization
phase based on least squares minimization (MDS-MAP(P,R)).
DWMDS performance is compared to MDS-MAP(P) and
MDS-MAP(P,R) in section 5.3.

3. TRACKING AS A LOW DIMENSIONAL
EMBEDDING PROBLEM

In this section we pose the problem of tracking people as
finding a two dimensional embedding using the connectiv-
ity information of people and anchors. Section 3.1 discusses
the benefits of using connectivity rather than distance esti-
mations. Section 3.2 describes the energy functions of the
extended MDS algorithm.

3.1 Connectivity versus distance

Most of the current localization techniques using RSS are
based on distance estimations between the tracked node and
anchors with known positions, using the free space attenu-
ation formula [14]. Nevertheless, such a straightforward ap-
proach does not account for the extremely complex nature
of the electromagnetic field indoors, which mainly present
three physical effects: reflection, refraction and diffraction.
These effects make the simple characterization of the wire-
less channel indoors a weak model for practical applications,
which leads to big errors in the estimation of distances (usu-
ally, the bigger the radius of coverage is (R), the bigger the
expected error in the estimation of the distance will be).

The inability to accurately model the radio channel in-
doors requires looking for new approaches that do not rely
on distance estimations. Our tracking algorithm relies on
connectivity information, short-range technologies and peo-
ple’s dynamics. The connectivity information at one time
instant between two nodes in the network is recorded ac-
cording to the following procedure (see figure 2): if a node
1 is inside the coverage radius of a node j (and vice versa),
the ij and ji terms of a connectivity matrix are set to 1
(connected nodes) and 0 otherwise (disconnected nodes).

i and j can be any node, anchor or person. As section
5 will show, not only do the anchors work actively in the
tracking process, but the nodes in motion help too. For
instance, considering figure 2: if node A were an anchor and
node B and C nodes in motion that at time ¢ are at those
positions, then even though there is not a direct connection
between nodes A and C, the node B acts as a bridge between
them, and our tracking system will take advantage of it.
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Figure 2: Node B detects A and C. C and A are out
of range, so they do not detect each other

3.2 Dynamic Weighted MultiDimensional
Scaling (DWMDS)

Multidimensional scaling (MDS) [4] is a powerful statisti-
cal dimensionality reduction technique for data analysis that
has been used extensively in social sciences, engineering or
marketing. The starting point of MDS is a matrix consisting
of pairwise dissimilarities or distances between data samples.
MDS attempts to find an embedding in a metric space, so
that the distances in this low-dimensional space correspond
to the given dissimilarities between samples in the original
space. Let y;,...,yn be the samples in the original space,
and ¢;; the corresponding distance between sample i and j.
Let x1,...,Xx, be the coordinates of the samples in the em-
bedded space and d;; the corresponding distance between
sample ¢ and j in that space. The main goal of MDS is
to find an embedding (i.e. xi,...,X,) such that d;; in the
low-dimensional space is close to the original distance in the
original space d;; in the least square sense. It is not usu-



ally possible that d;; = d;; Vi,j, and it is common to find
a unique solution by averaging the least square error using
different normalization errors such as:!
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A local minimum of the previous error functions w.r.t
X = [x1,...,Xn] is usually found by using standard gradi-
ent techniques [6]. In this section, we extend classical MDS
by adding dynamic information to constrain people’s trajec-
tories. Let us denote the coordinates of the nodes (people
and anchors) in the network as:
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where X%? corresponds to the coordinates of the mobile
nodes at time stamp t. X°® are the time invariant coor-
dinates of the static nodes. x;1 and x;2 are the z and y
coordinates for the device i. Assuming we gather data over
T time stamps:

Xd — ( Xd,l Xd,2 Xd,T ) c §RTX2T

The input to the proposed DWMDS algorithm is a set of
binary matrices with connectivity information between all
nodes in the network, one at each time stamp. To avoid ill
posed problems and recover smooth trajectories, we add a
smoothing dynamic penalty term that penalizes the move-
ment of mobile nodes in two consecutive time stamps, ac-
cording to their dynamics. The DWMDS expression mini-
mizes:

!Bold non-capital letters are used to denote vectors. Bold
capital letters are used to denote matrices. All non-bold
letters will represent variables of scalar nature. d;; de-
notes the scalar in the row ¢ and column j of the matrix
D. The number of mobile devices is r, the number of
static devices is ¢, T is the number of time stamps. The
superindexes s and d correspond to the static and mobile
nodes respectively. sd and dd represent the cross terms
static vs. mobile nodes, and mobile vs. mobile nodes re-
spectively. ||Al|% = tr(ATA) = tr(AAT) designates the
squared Frobenious norm of a matrix A. Block diagonal ma-
trices will have the superindex B, and consist of as many
matrices as time stamps.
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XALL comprises the coordinates of the trajectories X% and
the position of the anchors X°. w” is a weight that stresses
the difference between the distance of the nodes i and j (d”,
which depends on x; and XJ) and the corresponding connec-
tivity value &7, at time ¢. &}, can take any value from zero to
R (coverage radlus) when there is connectivity; otherwise,
this term is not taken into account in the error equation.
The «; is a tradeoff parameter to equilibrate the contribu-
tion of the static and dynamic terms. Xf’t*l is a vector to
adjust each tracked person’s trajectory dependent on their
dynamics. This article works with synthetic trajectories, so
we assume that the dynamics of each mobile node is known.
In real testbeds, there will be a learning stage where the
dynamics of each person in the network is modeled. Before
proceeding with details of the algorithm, we reformulate the
problem into a matrix formulation for mathematical conve-
nience. Equation 1 can be rewritten as:
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where, for simplicity in the rest of the article, the first term
comprises the three terms showed above regarding the mo-
bile vs. mobile nodes, static vs. mobile nodes and static vs.
static nodes relations. In the static term:
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T? is an upper matrix of ones, W? is the weight matrix and
AP is the connectivity matrix. D (X4LF) ¢ RUr+OTx(+a)T
is the distance matrix dependent on the coordinates of the
nodes. In the following developments, the X% dependency
is not shown anymore.

In the dynamic term, P € R*7*2T is the permutation
matrix that delays the coordinate matrix one time stamp.
A € R7?T ig the corresponding matrix with the AY. A €
R"*" is the diagonal matrix with the tradeoff parameters «;
in the diagonal. I2Tfi'r3t e R2T*2T ig the identity matrix
with the first 2 columns set to zero.

Connectivity information is measured according to a met-
ric called connectivity degree that accounts for the average
number of connections per node, offering a quick view of
the density of the network. As our algorithm introduces



a dynamic term that links different time stamps, the con-
nectivity degree in this paper does not measure only the
average connectivity at a time instant, but over the whole
set of time stamps. Furthermore, we differentiate four dif-
ferent connectivity degrees: CD_MM, CD_MS, CD_Mobile
and CD_Total corresponding to the connectivity of mobile
vs. mobile nodes, mobile nodes vs. anchors, mobile vs. all
nodes and all vs. all nodes respectively. Equation 3 shows
how to calculate the connectivity degree of a network, where
~i5 is 1 if nodes 4 and j are connected, 0 otherwise. The sub-
scripts ¢, s and d refers to the time instant, and the type or
node, static or mobile respectively.
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4. OPTIMIZATION

In this section we derive a gradient-based algorithm to
find the optimal solution of equation 2 w.r.t. X %% which
is X*LL at iteration n. In this paper, we assume that X* is
known and we do not update it, but we derive the updates
in the interest of generalization. The gradient updates are
given by:

BQmDS (4)
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Where a%’;{‘/if{f}fs is a unit vector in the direction of the

gradient. One major problem with the update of equation
4 is to determine the optimal 1. In our case 1 is determined
with a line-search strategy [6].
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diag (diag (NB(NB)T)) is a diagonal matrix whose diagonal
is the diagonal of N”(IN")7T, 14 gyrar is a block diagonal
matrix with 7" ones matrices of dimensions (r + ¢)2 along
the diagonal.

The initialization of the algorithm is random, although
any a priori information regarding mobile nodes’ positions,
could be used to achieve a faster convergence. The compu-
tational cost of the algorithm is O(n®T) for the MDS term
and O(r>T) for the dynamic term, where n is the total num-
ber of nodes, r is the number of mobile nodes and T is the
tracking time (number of time instants).

5. PERFORMANCE EVALUATION AND
COMPARISON

In this section, we report extensive simulation results of
the performance of DWMDS in two scenarios (see figure 3):
one with 16 anchors and 4 mobile nodes (scenario 1 of dimen-
sions 4R x 4R), and the other one with 100 anchors and 70
mobile nodes (scenario 2 of dimensions 10R x 10R). Anchors
in both scenarios are originally distributed in a uniform grid,
but successively the network will become non-uniform and
very sparse in the experiments.
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Figure 3: Ground truth for scenarios 1 and 2

Each mobile node follows one of four possible trajectories
of duration 7' = 40 time stamps (this duration is enough to
test the effect of the dynamic term. Longer times provide
similar accuracy), starting in different positions of the simu-
lation area and with different speeds. The parameters used
in the simulations are shown in table 1. Although random
trajectories can be used with the same error performance,
we have used circular, sinusoidal, convex and linear trajecto-
ries to analyze the resultant trajectories visually (examples
of the four trajectories are shown in figure 3). The coverage
radius is assumed the same for all the nodes. The connec-
tivity value d;; is coveru.%w for all the nodes connected.
The position of the anchors is known and the goal is to es-
timate the mobile trajectories. The reconstruction error in
the following sections is the Root Mean Square (RMS) of
the difference between the result of the algorithm and the
ground truth, unless otherwise stated. The coverage radius



Scenario 1
Area: 4R x 4R
Scenario 2
Area: 10R x 10R

Simulation time (T)

16 Anchors and 4 people

100 Anchors and 70 people

40 Time stamps

coverage raaitus
dij coverage radius
Circular SOER
itmestamp
Sinusoidal 2138
imestamp
Trajectories Convex __0.19R
timestamp
__05R
Li timestamp
mear
__0.25R
timestamp

Table 1: Simulation parameters

used in the simulations is R, unless otherwise stated. All
the simulations are done with MATLAB 7.1 (R14SP3).

5.1 Scenario 1

In Scenario 1, we are interested in measuring the robust-
ness of our approach w.r.t. the coverage radius of the nodes,
noise in the anchors’ position and missing connectivity data.

5.1.1 Coverage radius of the nodes

This section reports the behavior of the tracking algo-
rithm when the coverage radius changes. Figure 4 shows
the reconstruction error w.r.t. R versus the coverage radius.
The radius with which the minimum reconstruction error
is obtained is the “Optimum Radius”. Any value bigger or
smaller than the Optimum Radius leads to bigger errors and
it is a parameter highly dependent on the network status as
it would be explained in section 5.2.4

The legend in figure 4 shows the network connectivity de-
gree when the radius changes. Unlike previous works [7,
18, 17, 16], DWMDS does not obtain better results when
the connectivity degree increases, due to the increase of the
coverage radius. The next sections will show that when the
connectivity increases because of the increase of nodes in
the network, keeping the coverage radius constant, then the
reconstruction error tends to decrease.

Coverage Radius 0.5R  CD_Mobile 0.71
Coverage Radius 1R CD_Mobile 2.88
251 Coverage Radius 1.5R  CD_Mobile 5.21
Coverage Radius 2R CD_Mobile 8.57
Coverage Radius 2.5R  CD_Mobile 11.4
Coverage Radius 3R CD_Mobile 14.7
Coverage Radius 3.5R  CD_Mobile 16.41
Coverage Radius 4R CD_Mobile 18.43
Coverage Radius 4.5R  CD_Mobile 18.98
Coverage Radius 5R  CD_Mobile 19

Reconstruction error (R)

2.5 3 3.5 a5 5
Coverage Radius (R)

Figure 4: Reconstruction error versus the coverage
radius

5.1.2  Anchors’ noisy positions

The previous section assumes that the positions of the
anchors are known. This section studies the stability of the
solution when the position of the anchors is not accurately
known. Figure 5 shows the reconstruction error w.r.t. R
versus the random RMS error w.r.t. R introduced in the
anchors’ position. In this section, the reconstruction error
is the difference between the result of the algorithm and the
result of the algorithm without noise in the position of the
anchors.

The results show that the reconstruction error increases
slower than the error introduced in the position of the an-
chors. Sometimes due to the ambiguities of the problem,
when the introduced noise increases the reconstruction er-
ror is smaller. This effect counteracts the effect between the
intrinsic ambiguity of the algorithm and the error introduced
in the anchors.
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Figure 5: Reconstruction error when the position of
the anchors is noisy

5.1.3 Noise in the connectivity matrices

This section tests the stability of our algorithm w.r.t.
noise in the connectivity matrices. In particular, we will
study the situation where some nodes are in range, but the
system does not detect it. Figure 6 shows the reconstruc-
tion error versus CD_Mobile. The smaller the CD_Mobile,
the more connectivity information is missing (2.88 is the
CD_Mobile when no data are missing).

Figure 6 shows smooth increases of the error up to CD_Mobile

around 1.5. With smaller values of connectivity the recon-
struction error increases faster, but within reasonable values,
even when CD_Mobile is smaller than 1.

5.2 Scenario 2

In scenario 2 we study the effect of reducing the connectiv-
ity degree by removing both anchors and mobile trajectories.

5.2.1 Removing inner anchors

In this section, we randomly remove inner anchors from
the network and observe the impact on reconstruction error.
The starting point of the simulation is 70 people and 100
anchors. The simulation runs 8 times, each of them with
the same 70 trajectories and subtracting 8 anchors randomly
chosen. The simulation finishes running the algorithm with
36 boundary anchors and 70 mobile trajectories.

The only anchors left at the end of the simulation are the
ones on the boundary, since these anchors have a special im-
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Figure 6: Reconstruction error when there are con-
nectivity data missing

pact on the network. Some anchors should delimit the net-
work, otherwise the trajectories obtained by the algorithm
tend to be limited and distorted around the positions of the
outer anchors, even if the trajectories go originally farther.
This is what is called Shrinking effect.

Definition 1. Shrinking effect is the attraction that the
boundary anchors have over people’s trajectories in the sur-
roundings, making them concentrate around them even when
they go farther.

Figure 7 shows that the reconstruction error is very similar
(around 0.4R) even when all the inner anchors are removed,
which emphasizes the importance that mobile nodes have to
get other mobile nodes tracked. Another interesting effect
is the smoothness of the error, which smoothness increases
with the number of anchors in the network.

1 T T T T T T

09~ Anchors 100 CD_MS 3.19 B
Anchors 92 CD_MS 2.83
Anchors 84 CD_MS 2.55
0.8 Anchors 76  CD_MS 2.25 b
CD_MM 4.41 Anchors 68 CD_MS 1.94
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Figure 7: Reconstruction error when the number of

inner anchors decreases

Definition 2. Saturation point is the number of anchors
from which the accuracy of the tracking algorithm does not
increase considerably on adding more anchors.

Figure 7 shows that the difference in the reconstruction er-
ror decreases until it becomes negligible when the number of

anchors is near 100, which could be considered as the Satu-
ration point of this network. The Saturation point depends
on aspects such as the structure of the network, the cov-
erage radius, the strategic location of the anchors and the
difference in the error allowed by the designer. Minimizing
the Saturation point is a future research point beyond the
scope of this article.

5.2.2 Removing boundary anchors

Once the impact of removing inner anchors has been re-
ported in the previous section, here the analysis focuses on
the impact of removing outer nodes when there are not inner
ones. The starting point of the simulation is 36 boundary
anchors and 70 mobile nodes. Progressively, one randomly-
chosen node per side (4 anchors each time) is removed until
reaching a minimum of 4 (figure 8). A special situation ex-
ists when the last four remaining anchors are the ones in the
corners (isolated dot in figure 8).

32 Anchors  CD_MS 0.66
2 28 Anchors  CD_MS 0.59
24 Anchors  CD_MS 0.51
20 Anchors  CD_MS 0.42
16 Anchors CD_MS 0.34
12 Anchors  CD_MS 0.25
8 Anchors CD_MS 0.16
4 Anchors CD_MS 0.08
151 4Comers  CD_MS 0.03 q

o CD_MM 4.41

4 Corners

Reconstruction error (R)

Anchors

Figure 8: Reconstruction error when the number of
anchors decreases

The results show how the reconstruction error is around
R when the number of anchors is decreased to 12 boundary
nodes. The special situation with 4 nodes in the corners
reports a smaller error compared to the situation where the
4 remaining nodes are randomly-chosen, since the former
one delimits the network better.

5.2.3 Removing anchors and mobile nodes

Previous sections are focused on the impact of removing
anchors. This section surveys the impact of removing an-
chors (decreasing the CD_MS) and removing mobile nodes
(decreasing the CD_MM) at the same time.

The starting scenario consists of 36 boundary anchors and
70 mobile nodes’ trajectories. The algorithm runs 90 times,
each of them with a different number of anchors and people.
Figure 9 shows the results when the algorithm converges.
Each white cell shows the reconstruction error and CD_MS
w.r.t. number of people (blue row in the main table) and
anchors (blue column) used in the simulation. The small
table on top of the main one shows CD_MM, which remains
constant for each column.

Analyzing the table per columns, it shows how when the
number of mobile nodes remains constant, the obtained tra-
jectories error increases when CD_MS decreases. Analyzing
the table per rows, it shows how when the number of anchors
remains constant, the obtained trajectories error increases
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12 1.05 1.02 1.08 1.18 1.33 1.39 1.56 1.74 1.75 1.71
0.25 0.25 0.25 0.26 0.25 0.26 0.28 0.29 0.31 0.30
8 1.81 1.83 1.86 1.97 229 2.16 240 2.58 2.82 2.34
0.16 0.16 0.16 0.17 0.16 0.17 0.18 0.19 0.21 0.21
207 [ 207 N 216 2.29 2.50 254 2.68 275 2.94 2.98
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Figure 9: Reconstruction error w.r.t. R when the
number of anchors and mobile nodes change

when CD_MM decreases. The table shows that removing
anchors has a bigger impact on the accuracy than remov-
ing mobile nodes. This result was expected, since although
both of them are used as references, the anchors’ positions
are static and known, while the others are mobile and with
unknown positions.

5.2.4  Valley effect

As it was reported in section 5.1.1, increasing the cover-
age radius, i.e. increasing the connectivity degree, does not
necessarily mean increasing the accuracy of the tracking sys-
tem. However, the opposite is not 100% correct either. The
Optimum Radius depends on the structure of the network,
which is called Valley effect.

Definition 3. Valley effect is a tradeoff between the den-
sity of the network and the coverage radius, which leads to
bigger reconstruction errors when the coverage radius is big-
ger or smaller than the Optimum one.

The coverage radius can be either a fixed or an adjustable
parameter (for example, through an automatic gain control
in the radio device). The latter case opens a new research
field that will be studied in a near future. Figure 10 shows
the situation in which there are 10 anchors in the scenario
2 (4 in the boundary of the simulation scenario and 6 in-
ner anchors randomly chosen), and the number of mobile
nodes is reduced from 63 to 7, which assures different net-
work topologies. The coverage radius varies from 1.5R to
4R in each network topology, which illustrates the impact
of different connectivity situations due to changing coverage
radius, and how the reconstruction error is affected. The
3D figure on top and the corresponding contour underneath
shows clearly the Valley effect mentioned above.

5.3 Comparison with other tracking
algorithms
Most of the proposed tracking algorithms [7, 18, 17, 16],
formulate the tracking problem as a sequence of independent
snapshots, taking advantage of the high density of nodes in
the network (high connectivity degree) to infer the trajec-
tory of the mobile nodes. When the network is not very
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Figure 10: Valley effect

dense, or it does not have certain regularity and the con-
nectivity degree is not so high, these methods lose accuracy
exponentially. The tracking system proposed in this paper,
is based on short-range radio technologies, seizing on the
dynamics of the tracked people and reducing considerably
the average connectivity degree needed for a similar perfor-
mance in previous approaches.

In this section we compared DWMDS with the perfor-
mance of MDS-MAP(P) and MDS-MAP(P,R) [16], two lo-
cation algorithms based on classical MDS. Figure 11 plots
the median reconstruction error of these three algorithms.
MDS-MAP(P) and MDS-MAP(P,R) results are based on a
non-uniform network of dimensions 10R x 10R, and their
connectivity degree is augmented, increasing the coverage
radius from 1.25R to 2.5R in 0.25R steps, whose values are
represented by markers in the figure (green and blue lines).
DWNMDS results are obtained in a network of the same di-
mensions (scenario 2) with coverage radius R and two differ-
ent configurations: one with 70 mobile nodes and a variable
number of anchors, from 100 to 36 (removing 8 anchors each
simulation), and from 36 to 12 (removing 4 anchors each sim-
ulation), and the second one with 12 anchors and a variable
number of mobile nodes, from 70 to 35 (removing 7 mobile
nodes each simulation). The red and magenta lines with the
corresponding markers report the results respectively.
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Figure 11: Comparison of reconstruction error of
MDS-MAP(P), MDS-MAP(P,R), MDS-MAP and
DWMDS



The results show how in MDS-MAP(P) and MDS-MAP(P,R)

the bigger the coverage radius (bigger connectivity degree),
the smaller the error, until they reach an almost steady level.
When the connectivity degree decreases, the reconstruction
error in MDS-MAP(P) and MDS-MAP(P,R) increases expo-
nentially. DWMDS delays this effect until the connectivity
degree is smaller, due to the removal of anchors and mobile
nodes (the network is sparser). As reported in section 5.1.1,
DWMDS generally loses accuracy when the coverage radius
increases, i.e., when the high connectivity degree is obtained
increasing the coverage radius (recall Valley effect). Figure
11 confirms that if the connectivity degree is increased due
to a denser network (more anchors, mobile nodes or both of
them), then the result is better in general.

Another difference is the Saturation point. MDS-MAP(P)
and MDS-MAP(P,R) do not improve accuracy over 10 an-
chors, while DWMDS has a Saturation point when the net-
work is fully covered by the coverage radius of the anchors,
which occurs around 100 anchors. Although the more an-
chors there are, the more expensive the network will be, our
approach also behaves accurately with considerably fewer
anchors, and if we increase the number of people (mobile
beacons) the accuracy increases in general. Considering that
DWMDS works with low connectivity degrees, it can be con-
sidered as an ideal tracking method for sparse mobile net-
works with low connectivity degree where the other methods
cannot work properly.

6. CONCLUSIONS AND FUTURE
RESEARCH

In this paper we have proposed DWMDS, an efficiently
and numerically stable algorithm to infer people’s trajecto-
ries from a set of connectivity matrices through time. The
main contribution of the paper has been an extension of clas-
sical MDS, DWMDS;, that makes use of people’s dynamics in
the network. The dynamic term effectively links the connec-
tivity data through time regularizing the tracking solution.

DWMDS has proven to be robust to disturbing factors
such as erroneous anchors’ positions or missing connectivity
data. Especially effective when working with sparse net-
works and short-range technologies, its performance is gen-
erally degraded when the coverage radius starts increasing,
although an Optimum Radius (recall Valley effect) is depen-
dent on the network conditions. Both anchors and mobile
nodes are used to improve the tracking procedure, with es-
pecial relevance of those anchors located in the limits of
the deployment area (recall Shrinking effect). Compared to
other location methods based on connectivity and classical
MDS, the results show that DWMDS behaves considerably
better in sparse networks.

Currently, we are extending this work in several ways:

e Set up a testbed based on Bluetooth technology in an
office scenario with more than 50 people carrying Blue-
tooh devices. This testbed will be used as a real en-
vironment, where DWMDS will be tested and refined.
This experiment will allow learning and modeling peo-
ple’s dynamics based on real data.

e Extraction of real location traces for Mobile Ad hoc
NETworks (MANET) using DWMDS. Measure the
impact that the mobility of the nodes has in the per-
formance of the MANET routing protocols.

e Study in detail anchors distribution techniques that
minimize the Saturation point, i.e., minimize the num-
ber of anchors without compromising the accuracy of
the algorithm.

e Study techniques of automatic control of the coverage
radius, depending on network topologies pursuing the
Optimum Radius at each time instant.
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